
United States Environmental Research
Environmental Protection

EPA/600/6-85/002a
Laboratory September 1985

Agency Athens GA 30613 Revised

Research and Development

Water Quality
Assessment:

A Screening
Procedure for Toxic and
Conventional Pollutants in
Surface and Ground
Water—Part I
(Revised–1985)



EPA/600/6-85/002a
September 1985

WATER QUALITY ASSESSMENT:
A Screening Procedure for Toxic

and Conventional Pollutants
in Surface and Ground Water

(Revised1985)

by

W.B. Mills, D.B. Porcella, M.J. Ungs, S.A. Gherini, K.V. Summers,
Lingfung Mok, G.L. Rupp, and G.L. Bowie

Tetra Tech, Incorporated
Lafayette, California 94549

and

D.A. Haith
Cornell University

Ithaca, New York 14853

Produced by:

JACA Corporation
Fort Washington, Pennsylvania 19034

Contract No. 68-03-3131

Prepared in Cooperation with U.S. EPA’s

Center for Water Quality Modeling
Environmental Research Laboratory

Athens, Georgia

Monitoring and Data Support Division
Office of Water Regulations and Standards

Office of Water
Washington, D.C.

Technology Transfer
Center for Environmental Research Information

Cincinnati, Ohio

ENVIRONMENTAL RESEARCH LABORATORY
OFFICE OF RESEARCH AND DEVELOPMENT
U.S. ENVIRONMENTAL PROTECTION AGENCY

ATHENS, GEORGIA 30613



DISCLAIMER

Mention of trade names or commercial products does not constitute endorse-
ment or recommendation for use by the U.S. Environmental Protection Agency.
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ABSTRACT

New technical developments in the field of water quality assessment and
a reordering of water quality priorities prompted a revision of the first two
editions of this manual. The utility of the revised manual is enhanced by
the inclusion of methods to predict the transport and fate of toxic chemicals
in ground water. and by methods to predict the fate of metals in rivers. In
addition, major revisions were completed on Chapter 2 (organic toxicants),
Chapter 3 (waste loadings), and Chapter 5 (impoundments) that reflect recent
advancements in these fields.

Applying the manual’s simple techniques, the user is now capable of
assessing the loading and fate of conventional pollutants (temperature,
biochemical oxygen demand-dissolved oxygen, nutrients, and sediments) and
toxic pollutants (from the U.S. EPA list of priority pollutants) in streams,
impoundments, estuaries, and ground waters. The techniques are readily
programmed on hand-held calculators or microcomputers. Most of the data
required for using these procedures are contained in the manual.

Because of its size, the manual has been divided into two parts. Part
I contains the introduction and chapters on the aquatic fate of toxic organic
substances, waste loading calculations, and the assessment of water quality
parameters in rivers and streams. Part II continues with chapters on the
assessment of impoundments, estuaries, and ground water and appendices E, H,
I, and J. Appendices D, F, and G are provided on microfiche in the EPA-printed
manual. Appendices A, B, and C, which appeared in the first two editions,
are now out of date and have been deleted.

This report is submitted in fulfillment of Contract No. 68-03-3131 by
JACA Corp. and Tetra Tech, Inc. under the sponsorship of the U.S. Environ-
mental Protection Agency. Work was completed as of May 1985.
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CHAPTER 1

INTRODUCTION

1.1 BACKGROUND

In 1977, the United States Environmental Protection Agency published Water

Quality Assessment: A Screening Method for Nondesignated 208 Areas (Zison, et al.,

1977). This document was intended as a simplified methodology that water quality

planners in nondesignated 208 areas could use to perform preliminary assessments of

surface water quality. The methods addressed both point and nonpoint sources of

pollutants including nutrients, sediments, dissolved oxygen deficits, temperature,

salinity, and coliforms in rivers, lakes, and estuaries. The methodology was applied

to the Sandusky River in northern Ohio, to the Ware, Patuxent, and Chester Rivers in

Virginia and Maryland, and to the Occoquan Reservoir in Virginia. Test results were

favorable (Dean et al., 1981). and some urban pollutants in streams, lakes and estuaries.

In 1982 the screening methods were revised and updated to include toxic organic

chemicals in surface waters (Mills et al., 1982). The methods were demonstrated for

a formaldehyde spill in the Russian River, California (Mills and Porcella, 1983), and

for synfuel contamination of rivers (Mills and Porcella, 1984).

1.2 PURPOSE AND SCOPE

Due to increased emphasis on contaminant transport in ground waters and on

contamination by heavy metals in all natural waters, the screening methods have been

expanded to address these issues. This report contains a simplified methodology which

can be used by planners or engineers to perform preliminary assessments of toxic and

conventional pollutants in surface and ground waters. Conventional pollutants include

suspended sediments, nitrogen, phosphorus, coliform bacteria, BOD, temperature, and

dissolved oxygen deficits. The 129 EPA priority pollutants are included in the sections

on toxic chemicals. Much data are supplied by figures and tables in the text and

appendices. An additional source of data for many rate constants used in this manual

is Bowie et al., 1985. All the algorithms are intended to be used on desk-top calcu-

lators, or on microcomputers. Many of the environmental chemistry, ground water, and
river algorithms have been put on microcomputer (Mills et al., 1985).

Where instructive, introductory material has preceded the actual presentation of

water quality assessment methodologies. This is done to orient the planner toward

pertinent background material, as well as to clearly state limitations of the method-

ologies due to assumptions and simplifications. Further, example calculations are

included to illustrate the ideas being presented. These examples are designed

to unify the theory that has preceded it, as well as in some cases to introduce

new but related ideas.
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The units most commonly used in this report are those that historically

appear in the literature. Often, the units are not metric. Consequently an

English-metric-conversion appendix is included at the end of this report.
Many equations are presented with both English and metric constants.

The report is divided into six major chapters (two through seven). A brief

description of the content of each chapter is presented in the following paragraphs:

@ Chapter 2 deals with the environmental chemistry of toxic organic

chemicals. Processes considered include photolysis, hydrolysis,

volatilization, biodegradation and adsorption. The purpose of the

chapter is to provide an understanding of the processes and to provide

procedures for estimating associated rate and equilibrium constants.

l Chapter 3 addresses methods to estimate pollutant loads from nonpoint

and point sources for both toxic and conventional pollutants. Pro-

cedures include load estimation for single events and annual loads from

agricultural, forested, and urban areas.

o In Chapter 4, impacts of point and nonpoint sources of conventional and

toxic pollutants in rivers are addressed. Conventional pollutants

include BOD-DO, temperature, coliform bacteria, nutrients, and sediment

transport. Fate of toxic organic chemicals is assessed with consider-

ation being given to the importance of volatilization, sorption and

first order degradation. Metals are also assessed, and emphasis is

given to nine priority metals. MINEQL is used to predict aqueous

volubility and speciation of the metals in natural waters around the

country. Methods are also presented to handle large spills of toxic

chemicals having density the same as or different from the receiving

waters.

* Chapter 5 contains methods for assessing water quality in impoundments.

The topics covered are sediment accumulation, thermal stratification,

BOD-DO interactions, eutrophication, and fate of toxic materials. The
physical/chemical processes governing the fate of toxicants as well as

biological uptake and bioconcentration are considered.

b In Chapter 6, methods are presented for estuary classification, flushing

time prediction, and transport of conservative and non-conservative

pollutants and dissolved oxygen in well-mixed estuaries. For stratified

estuaries, Pritchard’s box model is used to determine the distribution

of conservative materials. Additionally, methods are presented to

calculate initial dilution from a waste water discharge and pollution

distribution at the completion of and subsequent to initial dilution.

o Chapter 7 presents the methodology necessary to predict the transport

and fate of ground water contamination from typical sources. Sets of
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tables are provided to give representative values and methods of measure-

ment for the required ground water hydrology and transport parameters.

In addition, five analytical models are presented with worked out

examples to show how contaminant sources such as solute injection wells,

leaky ponds, landfills, and spills can be handled.

1.3 METHODOLOGY APPLICATION

For each category in the methodology, the six conceptual steps shown below can

be followed to screen a river basin:

@ Obtain necessary tools and data to make calculations

9 Identify problems that are obvious from inspection of the data

base

o Determine the state variables which will be screened

@ Apply procedures and compare where possible to observed data

Q Consider consequences of errors

l Reevaluate and make recommendations for further analyses or remedial

actions.
The techniques in the screening procedure are designed to interact which

makes them ideal for use as an analytical tool for river basin surface waters

which may include rivers, lakes, and/or estuaries. Although the procedures may

interact, they can be applied individually and with identified data sets for

specific case studies.

1.3.1 Base Maps

The first step in

maps of the study area

the screening process can be to obtain large scale topographic

. These can be used to determine which water bodies are to be

examined and to establish an order of study. Once this has been done, selected small

scale (7 l/2-minute or 15-minute series) topographic sheets can be obtained. On

these, the planner can locate and mark point source discharges, regions of specific

kinds of land use, population centers, and industrial complexes. Use of overlays or

push pins may be helpful in preparing these displays.

1.4 LIMITATIONS

The processes which govern the fate of pollutants in the environment are com-

plex. Any methodology, particularly one designed for hand calculation or microcomputer

applications, cannot be inclusive of all of these processes. An attempt has been made

in each chapter to cover the assumptions under which algorithms are developed. Users

should be aware of the assumptions, potential errors, and limitations of the tools

presented. When deficiencies are noted or the methods deemed inappropriate, the user

should be prepared to use a higher level analytical tool.
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CHAPTER 2

AQUATIC FATE OF TOXIC ORGANIC SUBSTANCES

2.1 INTRODUCTION

2.1.1 Background

Today's technological society generates enormous quantities of chemicals both as

products for consumption and as waste. As the volume and number of chemicals has

increased, numerous unintended adverse effects of these chemicals have been observed

in the environment. Because of the potential hazard that exposure to these compounds

poses to biota, the levels of toxic and carcinogenic substances in the environment

have become important criteria for evaluating environmental quality.

The level, or concentration, of a toxic compound in the environment depends on

the quantity added to the environment and the processes which influence its fate.

“Transport” processes tend to distribute chemicals between the atmospheric, aquatic,

and soil environments depending on the affinity of the compound for each phase.

“Transformation” processes within each phase chemically alter pollutants to forms of

lesser, equivalent, or sometimes greater toxicity. These processes occur at rates

which are specific to each chemical and to each environmental compartment. The sum

of these processes and their interactions, as Figure II-1 illustrates, determines the

environmental fate and consequent exposure of biota to a toxic pollutant. The fate

of toxic substances in the aquatic environment is the concern of this chapter. The

algorithms presented in this chapter have recently been programmed on microcomputers

(Mills et al., 1985).

2.1.2 Comparison of Conventional and Toxic Pollutants
Toxic substances frequently exhibit properties which are quite different

from the properties of conventional aquatic pollutants. It is worthwhile to compare

these differences in order

toxicants in surface water

differences.

Typically, one to two

to better appreciate the problems of analyzing impacts of
systems. Table II-1 shows some of the more important

dozen pollutants and water quality parameters are

classified as “conventional”. Until the past several years, these parameters

(e.g. BOD, nutrients) have received most of the attention of water quality

planners. In contrast to the small number of conventional pollutants there are

thousands of toxicants and many more synthetic chemicals are continually being

developed. Potentially, any of these toxicants could enter the environment.

Even though there are relatively few types of conventional pollutants, numerous

sources combine to routinely discharge large quantities. However, because many

surface water bodies have a capacity to assimilate conventional pollutants ( e.g.

BOD) without apparent adverse effects, this practice is, within limits, both accept-

able and pragmatic. Toxic substances, on the other hand, can cause adverse effects
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Figure II-1

Figure II-1  Environmental Fate of a Toxic
Polutant (After Haque,  1980)

TABLE II-1

BRIEF COMPARISON OF CONVENTIONAL AND TOXIC POLLUTANTS

Conventional Toxic

One to two dozen pollutants fall into
this category

Often large quantities required to
produce impact (e.g. thousands
lbs/day)

Concentrations often expressed as
ppm (mg/1)

Often travel in dissolved form

Mean residence time within water
bodies often equal to or less
than the mean residence time of
moving waters

Many biodegrade into harmless
substances

Thousands fall into this category;
many more being synthesized

Small quantities can produce
impact (e.g. few lbs/day )

Concentrations often expressed as
ppb (~g/1), or in smaller units

May be highly sorbed to suspended
and bedded sediments

Can reside in bedded sediments
for years

Many are transformed to chemicals
which are also toxic; others are
resistant to degradation and
bioconcentrate
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even at low discharge rates.

Concentrations of conventional pollutants are most often expressed in units of

ppm (or mg/1). Because of the small quantities of toxicants which are typically

released, concentrations are often expressed in the ppb (or ~g/1) range, or in even

smaller units. This represents at least a thousandfold difference relative to

concentrations of conventional pollutants. However, because toxic substances present

in small amounts can adversely impact the environment, these small concentrations can

not always be ignored.

Many conventional pollutants are transported in dissolved form. The mean

residence times of dissolved, conservative pollutants in a system is equivalent to

the mean residence time of water in the system, which is:

l The hydraulic detention time for freshwater lakes

o The travel time for freshwater rivers

l The flushing time for estuaries.

Many toxic chemicals strongly sorb to suspended and bedded sediments and consequently

can become a part of the immobile sediments in the bed. The residence time of such

chemicals can be on the order of years. Therefore, depending on the properties of

the toxicant the period of impact can greatly exceed the period of discharge (e.g., a

PCB spill may occur in a few minutes, but quantities of the PCB may remain in immobile,

bedded, sediments for years). Consequently the recovery period of a system can be

years.

2.1.3 Water Quality Criteria

As previously indicated, toxicants are presented in the environment in quanti-

ties which are often measured in the ppb range. Such small concentrations are often

foreign to many workers in the field. When data or model predictions contain concen-

trations in the ppb range, the significance of the toxicant level is not always

obvious (i.e., there is no “feel” as to whether the concentration is large or small).

Proposed criteria for toxic substances can serve as a basis to gauge the significance

of observed or predicted levels. Table II-2 shows proposed criteria for numerous

toxicants. Since proposed criteria evolve over time the criteria shown in the table

are not necessarily the most current. Nevertheless, their function remains: to

provide a comparison with levels observed or predicted in real systems. The data in
these tables come from the “Red Book” (U.S. EPA, 1976) and the Federal Register,

March 15, 1979; July 25, 1979; October 1, 1979; and

designed to protect human health, for levels of toxi

are available from these same sources as well.

2.1.4 Frequency of Discharge of Toxic Substances from Industries

November 28, 1980. Criteria
cants in domestic water supplies,

Numerous organizations, including the U.S. Department of Transportation and the
U.S. Environmental Protection Agency, continually collect and analyze data on the
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Table 11-2
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discharge of toxic substances. Table II-3 summarizes the results of a study reported

by Keith and Telliard (1979) which shows the frequency of detection of the 129

priority pollutants in industrial wastewaters. A total of 32 industrial categories

were analyzed for organics and 28 for metals. The number of samples ranged from 2532

to 2988. Table II-4 summarizes the most commonly discharged priority pollutants.

Table III-53, shown in the next chapter, provides a breakdown by industry of the

occurrence of priority pollutants in industrial effluent.

It is common in this country for numerous industrial plants to release their

effluents into a single water body. Because of this situation a question that natur-

ally arises is: Based on the number and type of industries located on the water

body, what kinds of toxic chemicals are likely to be discharged there? If the

industrial categories of each plant are known, the probability that a particular

pollutant is discharged from at least one of the plants is:

(

()

fij
Pj=l-~ 1-—100

j=l,M
i=l

(II-1)

where

f ij
= relative frequency of discharge of pollutant type j from plant type

i, expressed as a percent

Pj
= probability that pollutant type j is discharged from at least

one of the n plants located on the water body

M = number of toxic substances being analyzed.

If the industrial categories of the plants are not known, then the probability

that a particular pollutant is discharged can be estimated using Table II-3 together

with the following formula:

o

Pj=l-l-~n j=l,M (II-2)

where

gj
= percent of samples containing pollutant j

Pj
= probability that pollutant j is detected in at least one of the n

discharges.

Equation II-1 is obviously the more accurate of the two formulae, because it is

based on a knowledge of the types of industries which discharge. Although the

above equations provide information on the likelihood that different chemicals

ar discharged into the environment, and thus can be used to prioritize investi-

gative efforts, they do not predict quantities of pollutants which are discharged.

Chapter III can be used to generate that type of information.
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TABLE II-3
EPA LIST OF 129 PRIORITY POLLUTANTS AND THE RELATIVE FREQUENCY OF

THESE MATERIALS IN INDUSTRIAL WASTEWATERS
(After Keith and Telliard, 1979)
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TABLE II-3 (continued)

TABLE II-4

MOST COMMONLY DISCHARGED PRIORITY POLLUTANTS

Percent of Percent of
Pollutant Samples Industries

Non-Metals

Bis (2-Ethylhexyl) Phthalate 41.9 91

Chloroform 40.2 88

Methylene Chloride 34.2 78

Total Cyanides

Toluene

Benzene

Phenol

Di-n-Butyl Phthalate

Ethylbenzene

Naphthalene
Phenanthrene and Anthracene

Metals

Copper

Zinc

Chromium

Lead

Nickel

33.4

29.3

29.1

29.1

18.9

16.7

10.6

10.6

59

88

78

78

72

75

56

50

55.5 100

54.6 100

53.7 100

43.8 96

34.7 96

-17-



2.1.5 Physical and Chemical Characteristics of Toxic Organic Compounds

The most intensively investigated toxic pollutants, as a group, are the priority
pollutants. Because of the greater availability of data on priority pollutants from

such sources as Callahan et al. (1979), Dilling et al. (1975) and Mackay and Leinonen

(1975), data are presented for organic priority pollutants in the following categories:

o Halogenated Aliphatic Hydrocarbons (Table II-5)

l Pesticides (Table II-6)

c Polychlorinated Biphenyls (Table II-7)

o Monocyclic Aromatic Hydrocarbons (Table II-8)

l Polycyclic Aromatic Hydrocarbons (Table II-9).
The properties of the pollutants tabulated in Tables II-5 through II-9 are:

@

l

o

@

o

Spec

because

many pol

Vapor pressure, Torr (1 Torr = 1 mm-Hg)

Volubility

Octanol-water partition coefficient (Kow)

Volatilization half-life

Qualitative statement of the importance of sorption.

ific information is included in the tables for volatilization and sorption

of the demonstrated importance of these processes in governing the fate of

lutants. In particular, for the approximately 103 organic priority pollutants:

o Sorption processes are important for 60

* Sorption is not important for 28

0 It is not certain if sorption is important for the remaining 15

@ Volatilization is important for 52

l Volatilization is not important for 44

l It is uncertain if volatilization is important for the remaining 7.

The volatilization half-lives presented in the tables were typically measured

under a specific set of laboratory conditions, and consequently are shorter than in

most natural systems. Other useful properties such as molecular weight and specific

gravity are available in standard references such as Perry and Chilton (1973).

2.1.6 Scope and Organization of Chapter

The complexity of the transport and transformation processes which influence

fate of toxicants require additional analytical tools beyond those required for

conventional pollutants. This chapter develops these analytical tools in a general

way that is applicable to rivers, lakes, and estuaries. Individual chapters on the

various surface water types refine these tools further and provide a framework within

which to use them. When used together, the various chapters in this document should

help the user to both understand and quantitatively represent the processes influenc-

ing the aquatic fate of a pollutant.

This chapter presents both a general overview of the screening approach for
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TABLE II-5
SELECTED CHARACTERISTICS OF VARIOUS ALIPHATIC HYDROCARBONS

Halogenated Aliphatic Vapor Pressure (Torr)
Hydrocarbons at 20oC Volubility

Chloromethane

Dichloromethane

Trichloromethane (chloroform)

Tetrachloromethane
(carbon tetrachloride)

Chloroethane

1,1-Dichloroethane

1,2-Dichloroethane

1,1,1-Trichloroethane

1,1,2-Trichloroethane

1,1,2,2-Tetrachloroethane

Hexachloroethane

Chloroethene
(vinyl chloride)

1,1-Dichloroethene

1,2-trans-Dichloroethene

Trichloroethene

Tetrachloroethene

1,2-Dichloropropane

1,3-Dichloropropene

3700

362

150

90

1000

180

61

96

19

5

0.4

2660

591

200

57.9

14

42

25

0.15

6450-7250 mg/l
at 20°C

13000-20000 mg/l
at 25°C

8200 mg/l at 20°C

785 Mg/l at 20oC

5740 mg/l at 20oC

5500 mg/l at 20oC

8690 mg/l at 20oC

440-4400 mg/l at 20°C

4500 mg/l at 20oC

2900 mg/l at 20oC

50 mg/l at 22°C

60 mg/l at 10oC

400 mg/l at 20oC

600 mg/l at 20°C

1100 mg/l at 20oC

150-200 mg/l

2700 mg/l

2700 mg/l

2

0.8 mg/l

900 mg/l

3000 mg/l

280 mg/l

1100 mg/l

Volatilization Sorption
Kow Half-Life Important?

Hexachlorobutadiene

Hexachlorocyclopentadiene 0.081 at 25°C

Bromomethane 1420

Bromodichloromethane 50

Dibromochloromethane 15

Tribromomethane 10

Dichlorodifluoromethane 4306

Trichlorofluoromethane 667

a Stirring in an open container of depth 65 mm at 200 RPM (Dining et al., 1975)

8

20

93

400

35

60

30

150

150

360

2200

4

30

30

200

760

190

95

5500

104

10

75

120

200

145

3400

27 minutesa

21 minutesa

21 minutesa

29 minutesa

21 minutesa

22 minutesa

29 minutesa

20 minutesa

21 minutesa

56 minutesa

45 minutesa

26 minutesa

22 minutesa

22 minutesa

21 minutesa

26 minutesa

<50 minutesa

31 minutesa

~30 minutes

few minutes

few minutes

No

Probably Not

Probably Not

Uncertain

Probably Not

Probably Not

Probably Not

Probably Not

Uncertain

Uncertain

Uncertain

Probably Not

Probably Not

Probably Not

Probably Not

Probably Not

Probably

Uncertain

Probably

Probably

Probably Not

Uncertain

Uncertain

Uncertain

Probably

Uncertain
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Table II-6
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Table 11-7
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Table II-8

-22-



Table 11-9

-23-



toxicants and a detailed description of the processes included in the screening

methodology. The various topics are organized as follows:

Screening methods for toxic organic substances

Speciation processes

1) Acid-base effects

2) Sorption

Transport processes

1) Volubility limits

2) Volatilization

Transformation processes

1) Biodegradation

2) Photolysis

3) Hydrolysis.

Lyman et al. (1982) and Mabey et al. (1984) provide additional information that can

be used to evaluate the importance of these processes.

2.2 SCREENING METHODS FOR TOXIC ORGANIC COMPOUNDS

2.2.1 Modeling the Fate of Toxic Organics

The goal of this screening methodology for toxic pollutants is to help the user

identify surface water bodies where toxicants could reach hazardous levels. Multiple

approaches for identifying pollution problems are possible, e.g. extensive field

measurements, statistical correlations of discharges and pollutants detected in

rivers, computer simulation models, etc. The approach taken here is to present

simple methods for assessing the fate of toxicants.

The application of any method necessitates the use of judgment on the part of

those applying it. In almost every case, the user must estimate many of the methods’

input parameters on the basis of limited data. Consequently, even the projections of

detailed computer models such as EXAMS (Burns, et al., 1981) and PEST (Park, et al.,

1980) are only as good as the accuracy of the assumptions made by their developers

and users. Thus, the goal of the materials presented herein is twofold: to present

simple methods and to provide the background necessary to make knowledgeable judgments.

Predicting aquatic fate of pollutants involves several steps. The steps des-

cribed in the remainder of this section include:

@ Determination of Fate-Influencing Processes

l Delineation of Environmental Compartments

o Representation of Hydrologic Flow

o Mathematical Representation of Speciation Processes

l Mathematical Representation of Transport and Transformation Processes

@ Determination of Pollutant Load and Mode of Entry into the Aquatic

Environment.
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FIGURE II-2 SPECIATION, TRANSPORT AND TRANSFORMATION PROCESSES IN THE AQUATIC
ENVIRONMENT

Prediction of the fate of toxic pollutants requires the user to know which

processes act on the toxicant. Figure II-2 illustrates the transport and transforma-

tion processes which are of potential importance in a lake or other surface water

body. The processes fall into four categories as follows:

Loading Processes.

The rates at which waste discharges, atmospheric deposition, and land

runoff introduce toxicants into natural waters influence resulting

pollutant levels.

Speciation Processes

Acid-Base Equilibria. The pH of a natural water determines the fraction

of an organic acid or base in neutral or ionic states, and therefore

influences volatility.

Sorption. Hydrophobic organic compounds sorb to suspended matter;

their subsequent fate is influenced by the fate of the suspended

matter.

Transport Processes

Precipitation-Dissolution. Volubility limits of both organic and

inorganic pollutants can cause a pure pollutant phase to form restrict-

ing its availability to transport and transformation processes or

substantially changing the transport route.
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Advection. Hydraulic flows transport pollutants which are dissolved or

sorbed on suspended sediments into and out of particular aquatic

habitats.

Volatilization. Organic pollutants may enter the atmosphere from

a water body, thereby reducing aquatic concentrations.

Sedimentation. Deposition of suspended sediments containing sorbed

pollutants, as well as direct sorption onto or resorption from bottom

sediments can alter pollutant concentrations.

Transformation Processes

Biodegradation. Microbial organisms metabolize pollutants, altering

their toxicity in the process.

Photolysis. The absorption of sunlight by pollutants causes chemical

reactions which affect their toxicity.

Hydrolysis. The reaction of a compound with water frequently produces

smaller, simpler organic products.

Reduction-Oxidation. Reactions of organic pollutants and metals

which involve the subtraction or addition of electrons strongly

influence their environmental properties. For organics, nearly

all significant redox reactions are microbially mediated.

Bioaccumulation

Bioconcentration. Uptake of toxic pollutants into biota via passive

means, e.g. absorption through fish gills.

Biomagnification. Uptake of toxicants into biota via consumption

of contaminated food.

Once the pertinent processes have been identified, the physical compartments of

the environment between which the transport processes act must be delineated. For

most water bodies, compartments representing the atmosphere, bottom sediments, and

one or more water elements are sufficient. These methods are capable of representing

transport of pollutants between the atmosphere and a water body. But rather than

calculating atmospheric concentrations of a pollutant, these methods generally assume

them to be close to zero unless available data indicate otherwise. Bottom sediments,

however, frequently accumulate high levels of organic pollutants. Because of the

difficulty of modeling the behavior of toxicants in sediments, usually assumptions

which approximate only the removal or addition of a pollutant to the water column are

made. These approximations are presented in the individual chapters on each water

body.

The next step in assessing the aquatic fate of toxic pollutants is to represent

the advection or flow of water. Figure II-3 illustrates a representation of rivers

as a segregated flow system and lake layers as completely mixed flow systems.

Although these models are simple, they serve as adequate first-approximations of real
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FIGURE II-3 FLOW SYSTEM REPRESENTATIONS

systems. Refinements and limitations of these flow system models are considered in

the individual chapters on rivers, lakes, and estuaries.

The transport and transformation processes responsible for the removal of a

pollutant from the water column are considered next. First-order rate expressions

adequately represent all of the processes considered here. The first-order decay of
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a pollutant by a process is represented as follows:

Rate of Pollutant Removal = ki l CT (II-3)

where

ki = first-order rate constant for process i

C T = total concentration of pollutant.

The rate constant for a process is specific to both the chemical it acts upon

and the local environment in which it acts.

When all the first-order processes acts independently, the total rate of pollut-

ant removal is:

Total Rate of Removal = kT l CT (II-4)

(II-5)

where

k T = kv m+ kS + kB + kp + kH

and

k vm = specific mixed-body volatilization rate constant

kS

= specific rate constant for removal to bottom sediment

kB

= specific rate constant for biodegradation

kp
= specific rate constant for photolysis

kH
= specific rate constant for hydrolysis.

The additivity of processes which are first-order with respect to pollutant concentra-

tion is particularly convenient for analysis.

Many of the decay processes are influenced by the chemical state of the toxicant.

For example, sorbed pollutants cannot volatilize. Mathematical representations of

equilibria between two species of a chemical can be reduced to the following type of

equation. This type of equation serves well at the low solute concentrations en-

countered in waste waters and natural waters:

Ci = kij Cj (II-6)
where

C i =

K =ij
C j =

It is also

concentration of form i

equilibrium constant

concentration of form j.

convenient to know the fraction of the total pollutant concentration

which is in a given state:

LY. =
1
Q (II-7)
CT
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where

C j = concentration in state i

C T = C + CS

C = total dissolved phase pollutant concentration

Cs = total sorbed phase pollutant concentration.
To complete the assessment of the aquatic fate of a pollutant the mode of entry

into the aquatic environment must be considered. Many pollutants enter in dissolved

or sorbed form from a point source. In this case, a simple mixing computation is

sufficient to determine the initial concentration of a pollutant in the water body.

Other cases include spills, non-point sources, and resorption from sediments.

Chapter 4 presents methods for dealing with these cases.

The user may now reckon the concentration of a pollutant in a given water body.

The equations which yield the desired results are specific to each surface water type

and are developed in the individual chapters on lakes, rivers, and estuaries. An

equation representative of those in each chapter is presented in Table 11-10. The

individual chapters go into greater detail about factors influencing rate processes

and interactions with other important phenomena in each water body (See Sections 4.9,

5.6, 6.4.3, and 6.4.5).

2.2.2 Use of Assessment Techniques as Screening Tools

2.2.2.1 Making Conservative Assumptions

With the computational methods presented in this document, the user could

produce a relatively complete analysis of the aquatic fate of a pollutant. The goal

of this screening method, however, is to determine--with a minimum of effort--whether

toxicants are likely to reach problem levels in surface water bodies for either

existing or projected loading rates. The user can minimize the effort expended in

screening a pollutant by starting with a simple approach which incorporates conserva-

tive assumptions about the fate of a pollutant. Conservative assumptions are designed
to yield higher calculated environmental concentrations than probably exist in the

real system. If these higher concentrations are below the water quality

under consideration, a violation of the standard is unlikely. If the ini

tions are higher than the standard, the user may successively refine the

until it becomes apparent that either the standard will be met or that a

study is necessary.

criterion

tial predic-

approach

more detailed

Three levels of refinement in assessing the aquatic fate of a pollutant are

considered here. In order of increasing complexity, they are:

1) Treating the pollutant as a conservative substance

2) Considering transport and speciation processes

3) Considering transformation, transport, and

Each approach has advantages and limitations which the
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TABLE II-10

EXPRESSIONS FOR TOXIC POLLUTANT LEVELS
IN VARIOUS WATER BODIES

Expression for Steady-State
Water Body Pollutant Concentration

Rivers
(Chapter IV) C = Co exp [;~;~;i .;] (IV-115)

where x = distance downstream
U = river velocity
C = total dissolved phase concentration

Impoundments C = C,../(l +T,., x k) (V-47)
(Chapter V)

111 w

where Tw = hydraulic residence

C = total dissolved and
concentration

time

sediment phase

Estuaries
f.

C i = Ci=l +Bi (VI-33)
i-1

r.
B i =

1 (VI-34)
l-(l-ri)e-kt

where Ci = concentration in segment i

fi = fraction of fresh water in segment i

r, = segment i exchange ratio

t’ = time expressed in tidal cycles

following this sequence of refinements, the user

where water quality problems are unlikely with a

should be able to eliminate cases

minimum of time and effort.

2.2.2.2 Treating the Pollutant as a Conservative Substance

The simplest approach to estimating the concentration of a toxic pollutant is to

assume it behaves conservatively (i.e. does not undergo reaction):

‘T = 0

Unless an internal source of the pollutant exists, this approach will yield the

highest possible pollutant levels since pollutant decay and removal processes are

neglected. The obvious advantage of this approach is that it requires no chemical or

environmental data to evaluate rate and equilibrium constants. The only data needed

are pollutant loads and hydrological parameters. Its major drawback is that it

neglects the possibility of a compound accumulating in another environmental compart-
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ment, especially bedded sediments. This could result in the underestimation of the

duration of the exposure of an aquatic habitat to a chemical. Although the duration

of exposure may be underestimated, water column concentrations would not exceed the

upper limits predicted by this approach at any time during the exposure period.

The fate of conservative pollutants in rivers, impoundments, and estuaries is

discussed in Sections 4.1.9, 5.6.1, and 6.4.

2.2.2.3 Considering Transport and Speciation Processes

This refinement incorporates those processes which influence pollutant transport

out of the aquatic environment but neglects those processes which chemically alter

the compound. Transport processes strongly depend upon chemical speciation, which

therefore must be included. The rate constant for first-order pollutant attenuation

in this approach is:

‘T = ks + kvm (II-8)

where

‘s = specific rate constant for removal to bottom sediment

k v m = specific mixed body volatilization rate constant.

This approach requires more information on the properties of the toxicant and the

environment than when the pollutant is assumed to behave conservatively, but the

necessary data are much more readily available than those required to characterize

transformation processes. Nearly all the chemical data necessary to characterize

acid-base equilibria, sediment sorption, volubility limitations, and volatilization

for the organic priority pollutants are presented in tables in Sections 2.1.5,

2.3.1, and 2.4.2. The necessary environmental data can usually be obtained or

estimated with a minimal amount of effort. Because of the demonstrated importance of

transport processes and the relative simplicity of assessing them, this is a good

intermediate step between the simplest and most complicated approaches.

Transport and speciation processes are applied specifically to rivers, impound-

ments, and estuaries in Sections 4.9, 5.6, 6.4.3, and 6.4.5.

2.2.2.4 Considering Transformation, Transport, and Speciation Processes

The most complex model which the user can employ using these screening methods

includes consideration of transformation, transport, and speciation processes. With

this approach, the rate constant for first-order attenuation of a pollutant is:

‘T
=.kS+ kvm +kB+kp+kH (II-9)
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where

‘B = specific rate constant for biodegrgradation.

‘P = specific rate constant for photolysis.

‘H = specific rate constant for hydrolysis.
The inclusion of the degradative processes (i.e. biodegradation, photoly-

sis, and hydrolysis), considerably increases the chemical and environmental data

required to model a compound’s fate. Rather than accurately determining all the

constants for speciation, transport, and transformation, the user should first

ascertain which processes are the most significant for a compound. As a first step

the user should obtain data on the properties of the chemical which influence its

aquatic fate from this document or other sources. From compound specific data, it is

usually possible to eliminate some processes from consideration. For organic priority

pollutants, consulting the ratings of the relative importance of aquatic processes

for the fate of each compound, Table 11-11, may aid the user in eliminating unimport-

ant processes. Once the most significant processes have been identified, the user

should collect the environmental data necessary to determine site specific constants.

These site specific constants are then

water body type to obtain the best esti

the environment that these methods are

6.4.3, and 6.4.5).

applied in the appropriate equation for each

mate of the actual pollutant concentrations n

capable of making. (See Sections 4.9, 5.6,

Frequently, kinetic and equilibrium constants will depend on the values of

parameters which the user must estimate (e.g., pH). In such cases, assuming conserv-

ative values is the best policy. However, calculations using a range of values may

identify processes for which a more careful determination of the key environmental

and chemical parameters is warranted.

Example II-1 is an overall example for this chapter. It demonstrates the

initial steps a user would take in applying these methods to assess the fate of a

particular organic pollutant. The example follows the three level analysis described

above and also draws upon some of the procedures for specific environmental processes

which are developed later in this chapter. This example can serve as a guide to

evaluating the importance of the various fate influencing processes for a particular

pollutant.
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TABLE 11-11

RELATIVE IMPORTANCE OF PROCESSES INFLUENCING
AQUATIC FATE OF ORGANIC PRIORITY POLLUTANTS (After Callahan et al., 1979)

Compound Process

PESTICIDES
Acrolein
Aldrin
Chlordane
DDD
DDE
DDT
Dieldrin
Endosulfan and Endosulfan Sulfate
Endrin and Endrin Aldehyde
Heptachlor
Heptachlor Epoxide
Hexachlorocyclohexane (~,~,d isomers)
-Hexachlorocyclohexane (Lindane)

Isophorone
TCDD
Toxaphene

PCBs and RELATED COMPOUNDS
Polychlorinated Biphenyls
2-Chloronaphthalene -

HALOGENATED ALIPHATIC HYDROCARBONS
Chloromethane (methyl chloride)
Dichloromethane (methylene chloride)
Trichloromethane (chloroform)
Tetrachloromethane (carbon tetrachloride)
Chloroethane (ethyl chloride)
1,1-Dichloroethane (ethylidene chloride)
1,2-Dichloroethane (ethylene dichloride)
1,1,1-Trichloroethane (methyl chloroform)
1,1,2-Trichloroethane
1,1,2,2-Tetrachloroethane
Hexachloroethane
Chloroethene (vinyl chloride)
1,1-Dichloroethene (vinylidene chloride)
1,2-trans-Dichloroethene
Trichloroethene
Tetrachloroethene (perchloroethylene)
1,2-Dichloropropane
1,3-Dichloropropene
Hexachlorobutadiene
Hexachlorocyclopentadiene
Bromomethane (methyl bromide)
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TABLE 11-11 (continued)

Compound Process

Bromodichloromethane
Dibromochloromethane
Tribromomethane (bromoform)
Dichlorodifluoromethane
Trichlorofluoromethane

HALOGENATED ETHERS
Bis(choromethyl ether
Bis(2-chloroethyl) ether
Bis(2-chloroisopropyl) ether
2-Chloroethyl vinyl ether
4-Chlorophenyl phenyl ether
4-Bromophenyl phenyl ether
Bis(2-chloroethoxy) methane

MONOCYCLIC AROMATICS
Benzene
Chlorobenzene
1,2-Dichlorobenzene (o-dichlorobenzene)
1,3-Dichlorobenzene (m-dichlorobenzene)
1,4-Dichlorobenzene (p-dichlorobenzene)
1,2,4-Trichlorobenzene
Hexachlorobenzene
Ethylbenzene
Nitrobenzene
Toluene
2,4-Dinitrotoluene
2,6-Dinitrotoluene
Phenol
2-Chlorophenol
2,4-Dichlorophenol
2,4,6-Trichlorophenol
Pentachlorophenol
2-Nitrophenol
4-Nitrophenol
2,4-Dinitrophenol
2,4-Dimethyl phenol (2,4-xylenol)
p-chloro-m-cresol
4,6-Dinitro-o-cresol

PHTHALATE ESTERS
Dimethyl phthalate
Diethyl phthalate
Di-n-butyl phthalate
Di-n-octyl phthalate
Bis(2-ethylhexyl) phthalate
Butyl benzyl phthalate
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TABLE 11-11 (continued)

Compound Process

POLYCYCLIC AROMATIC HYDROCARBONS
Acenaphthene c

Acenaphthylenec

Fluorenec

Naphthalene
Anthracene
Fluoranthenec

Phenanthrene c

Benzo(a)anthracene
Benzo(b)fluoranthene c

Benzo(k)fluoranthenec

Chrysene c

Pyrene c

Benzo(ghi)perylene c

Benzo(a)pyrene
Dibenzo(a,h)anthracene c

Indeno(l,2,3-cd)pyrene c

NITROSAMINES AND MISC. COMPOUNDS
Dimethylnitrosamine
Diphenylnitrosamine
Di-n-propyl nitrosamine
Benzidine
3,3’-Dichlorobenzidine
1,2-Diphenylhydrazine (Hydrazobenzene)
Acrylonitrile

Key to Symbols:
++ predominate fate determining process - Not likely to be an important process
+ Could be an important fate process ? Importance of process uncertain or not

known

Notes

a

b

c

Biodegradation is the only process known to transform polychlorinated biphenyls
under environmental conditions, and only the lighter compounds are measurably
biodegraded. There is experimental evidence that the heavier polychlorinated
biphenyls (five chlorine atoms or more per molecule) can be photolyzed by
ultraviolet light, but there are no data to indicate that this process is operative
in the environment.

Based on information for 4-nitrophenol.

Based on information for PAH’s as a group. Little or no information for these
compounds exists.
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— - — - — - — - — - — - — - — - — - — - EXAMPLE II-l - — - — - — - — - — - — - — - — - — - — - — - —

Pentachlorophenol in the Aurum Mirth Watershed

Pentachlorophenol enters the Aurum Mirth River from a continuous point

source. The river is the sole tributary to Lake Castile. After mixing at

the point of entry, the concentration of pentachlorophenol in the river is

20 pg/1. The travel time from the point of contamination with pentachloro-

phenol to Lake Castile is about 6 days. The mean hydraulic residence time

in Lake Castile is 10 days.

Use the screening methods to determine which chemical and environmental

parameters are of the greatest importance for predicting the fate of penta-

chlorophenol in the watershed’s surface waters.

1) TREATING PENTACHLOROPHENOL AS A CONSERVATIVE SUBSTANCE

The first step in the screening method is to assess the fate of penta-

chlorophenol treating it as a conservative substance. Sections 4.1.9, 5.6.1, and

6.4 discuss the fate of conservative pollutants in rivers, lakes, and estuaries.
In this case, we assume no further dilution of the pentachlorophenol occurs in

either the lake or the river. Consequently, the conservative pollutant approach

predicts a mean concentration in the river and lake of 20 ~g/1.

Table II-2 lists a proposed water quality standard for pentachlorophenol.

The 24 hour mean concentration must be less than 6.2Wg/l. Since 20Mg/1 exceeds

this standard, a second level assessment is in order.

Prior to applying the next two levels of analysis it is worthwhile to

check Table 11-11 for the relative importance of the different transformation and 

transport processes. Table 11-11 summarizes the influence of the aquatic processes 

on pentachlorophenol as follows:

l Sorption - Important process

* Volatilization - Not an important process

l Biodegradation - Important process

@ Direct Photolysis - Important process

o Hydrolysis - Not an important process

l Bioaccumulation - Important process.

It will be instructive to compare these statements to the results of

the screening methodology.

2) CONSIDERING TRANSPORT AND SPECIATION PROCESSES

To analyze transport and speciation processes, first examine each process for

its potential influence on the fate of pentachlorophenol.

-36-



Speciation Processes

Acid-Base Effects (Section 2.3.1). The chemical and environmental parameters

governing acid-base effects are:

o Chemical Parameters:

pKa or pKb - Acid or base equilibrium constants

l Environmental Parameters:

pH - Hydrogen ion concentrations.

The pKa of pentachlorophenol is 4.74, as shown in Table 11-13. According

to Table 11-12, at least 90 percent of the pentachlorophenol will be in the

anionic state at pH’s greater than 5.74. As long as the pH in the Aurum Mirth

River and Lake Castile remain above 5.74, the properties of pentachlorophenol as

measured for neutral waters will remain unaffected. But, because pH’s below 5.74

could significantly alter the behavior of the compound, it is important to deter-

mine actual surface water pH values.

Sorption (Section 2.3.2) The key environmental and chemical parameters which

influence sorption are:

o Chemical parameters:

K - Octanol-water coefficientOw
S w - volubility in water

l Environmental Properties:

Suspended sediment concentration

Organic carbon content of the suspended sediment.

Table II-8 lists the volubility and octanol-water coefficient of

pentachlorophenol as:

S = 14 mg/l

KOw = 105

Assuming an organic carbon content of 2 percent for the suspended sediments,

calculate Kp using Equations 11-18 and 11-16:

Kp = (.02) (.63) (10
5) = 1300

According to Table 11-16, greater than 10 percent of the pentachlorophenol

will be in the sorbed state at suspended sediment concentrations exceeding

100 mg/l. The relatively strong sorption of pentachlorophenol dictates that

the suspended sediment concentration in the Aurum Mirth River and the sediment

trapping efficiency of Lake Castile be investigated further. Sorption of

pentachlorophenol potentially affects both its speciation and its transport

rates.

Transport Processes

Volubility Limitations (Section 2.4.1). The most important chemical
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and environmental factors which influence volubility of a compound are:

l Chemical Parameters:

SW - Aqueous equilibrium volubility
 , Environmental Parameters:

T - Temperature

Salinity.

Table II-8 lists the volubility limit for pentachlorophenol as 14 mg/l

(14000 #g/l ) . At no point in the Aurum Mirth watershed should the volubility of

pentachlorophenol restrict the ability of the aqueous phase to transport it.

Volatilization (Section 2.4.2). The most significant chemical and environ-

mental properties which influence volatilization are:

l Chemical Parameters:

KH- Henry’s Law Constant
l Environmental Parameters:

ka - Reaeration constant

V - Wind speed

Z - Mixed depth of water body.

It is possible to estimate the Henry’s Law Constant for pentachlorophenol

from its vapor pressure and aqueous volubility using Equation 11-32. However, it

is simpler to rule out volatilization as a significant transport process on the

basis of the volatilization half-life of 100 days given in Table II-8. Because

laboratory volatilization half-lives are shorter than the true environmental

values, it is safe to assume the environmental half-life will be much greater than

100 days. Given a total system mean hydraulic residence time of only 16 days

(6 + 10), volatilization can be safely neglected.

Summary

Acid-base equilibria and sorption significantly influence the transport

and speciation of pentachlorophenol in the aquatic environment. Acid-base effects

do not influence the near-neutral volatilization and photolysis rate constants

presented in this document as long as pH’s remain above 5.7. Sorption is a

potentially important speciation process. Consequently, the pH values and suspended

sediment concentrations should be determined in order to accurately evaluate these

processes.

The strong tendency of pentachlorophenol to sorb on sediments may result in

sedimentation serving as a significant removal process in Lake Castile. The

absence of net sediment deposition in the river implies that transport processes

do not reduce pentachlorophenol concentrations in the Aurum Mirth. Thus, the

second level analysis predicts a total concentration of 20~g/1 of pentachlorophenol

in the Aurum Mirth River with lower levels possible in the lake. Because the

-38-



predicted river concentrations exceed the standard, the third level model is

necessary.

3) CONSIDERING TRANSFORMATION, TRANSPORT, AND SPECIATION PROCESSES

To consider transformation, transport, and speciation processes, the trans-

formation processes which were neglected in the level two analysis must be examined

for their potential importance in influencing the rate of pentachlorophenol

degradation.

Transformation Processes

Biodegradation (Section 2.5.1). The key chemical and environmental variables

which influence biodegradation are:

Chemical Parameters:

Metabolic Pathway (growth or co-metabolism)

‘B - Biodegradation rate constant

Environmental Parameters:

Bacterial population size

State of adaptation

Inorganic nutrient concentrations - Phosphorus

Dissolved oxygen

Temperature

Pollutant concentration.

According to Table II-26, pentachlorophenol is potentially biodegradable,

although adaptation may be slow. The reported specific rate constant values, 0.1

to 1.0 per day, in Table II-27 are in the same range as the 0.05 to 0.5 per day

values suggested in Table II-26. Although both rate constants were determined

under laboratory rather than environmental conditions, they do indicate that

pentachlorophenol can degrade very rapidly.

Table II-27 also indicates that pentachlorophenol is used by bacteria as a

growth substrate. Thus, the time required for adaptation is of primary concern.

The most important environmental factors for determining whether microorganisms in

the Aurum Mirth watershed will adapt to degrade pentachlorophenol are previous

exposure, time, and the actual concentrations of pentachlorophenol in the surface

waters (too low--no enzyme induction; too high--may have toxic effect on microbiota).

Photolysis (Section 2.5.2). The key chemical and environmental characteris-

tics influencing the rate of photolysis are:

l Chemical Properties:

‘do - Near-surface rate constant

- Light absorption coefficient of pollutantC(A)
4 - Quantum yield
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@ Environmental Properties:

I - Solar radiant flux

Z - Mixed depth of water body

K - Diffuse light attenuation coefficient

a) Zsd - Secchi disc depth
b) Css - Suspended sediment concentration

CDOC - Dissolved organic carbon concentration

C a - Chlorophyll pigment concentration

According to Table II-32, the near-surface photolysis rate constant for

pentachlorophenol is .46/day. The size of the rate constant implies that photolysis

would be an important factor if the water bodies are not too deep or too turbid.

Thus, it is important to gather information on the water depths, and to estimate

the light attenuation coefficients and the solar radiant flux in the Aurum Mirth

watershed.

Hydrolysis (Section 2.5.3). The important parameters influencing the

rate of hydrolysis are:

Chemical Parameters:

ka, kn, kb - Acid, neutral, and base catalyzed hydrolysis
rate constants

Environmental Properties:

pH - Concentration of hydrogen ion in the water bodies.

Table 11-40 gives acid and base hydrolysis rate constants for pentachlorophenol

of 1.1 x 104 and 3.3 liter mole -1 d a y- l. The neutral rate constant is

5.8 x 10-3 per day. The same table lists a half life of 100 days at pH = 7.

Because the acid catalyzed rate constant is large, significantly higher rates

could occur at lower pH’s. Using Equation II-85, the rate constant for pH = 5

is:

kH= 1.1 X 10
4 (10-5) + 5.8 X 10-3 + 3.3 (10-9)

= .23 day-l

At this lower pH, degradation by abiotic hydrolysis would be very rapid. Thus,

determining the pH in the Aurum Mirth River and Lake Castile is very important.

Summary

The consideration given to transformation, transport, and speciation processes

indicates the following processes are of potential importance to the fate of

pentachlorophenol in the Aurum Mirth watershed:

Acid-base effectsl

l Sorption

@ Biodegradation

l Photolysis

l Hydrolysis.
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Since the three transformation processes are potentially important, there is

a good possibility that the initial pentachlorophenol concentration of 20ug/1

will be reduced below the 6.2 ~g/1 standard. Therefore further analysis as

presented in the specific water body sections is warranted.

The results of this example agree with the summary of rate processes given in

Table 11-11 except for the case of hydrolysis. This demonstrates that the process

summary table can serve as a useful guide but should be supplemented with actual

data whenever possible.

— - — - — - — - — - — - — - END OF EXAMPLE II-l – - — - — - — - — - — - — - — - — - — - — - — 

2.3 SPECIATION PROCESSES

2.3.1 Acid-Base Effects

The fate of toxic organics which are either acids or bases can be strongly

affected by the concentration of hydrogen ions in a water body. It is therefore

necessary to have a means for estimating this influence. This section will first

present a brief review of acid-base equilibria and then will give a technique for

quantifying the influence of hydrogen ion concentration on the behavior of toxicants.

2.3.1.1 Acid-Base Equilibria

Acids by definition donate hydrogen ions, H+, to solution. Bases, by

definition, accept hydrogen ions from solution. 2-Nitrophenol,  one of the 129

priority pollutants, is an acid and donates hydrogen ions as shown by the following

reaction:

Acid-base reactions are extremely fast and can be represented by equilibrium

expressions. For the above reaction the expression would be:
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~H+] [P-] = ~

[HP] a

(II-10)

where

[H +] = concentration of hydrogen ions, moles/liter

[P -] = concentration of nitrophenolate ions, moles/liter
[HP] = concentration of undissociated nitrophenol, moles/liter

[K a] = an equilibrium constant for acid dissociation (also called

an acidity constant).

The extent to which any acid will donate hydrogen ions to the solution depends

on how many hydrogen ions are in solution (the concentration of hydrogen ions) and on

the strength of the acid.

The concentration of free hydrogen ions in natural waters can range from about

10-4 to 10-10 moles per liter. Hydrogen ion concentrations are normally

expressed in pH units. In dilute solutions, such as natural waters, pH is defined as
the negative logarithm of the molar hydrogen ion concentration (pH = -log10 [H

+]).

For the above two concentrations the pH values are 4 and 10.

The strength of an acid is quantified by the equilibrium constant, Ka.

For very strong acids (those which most readily donate hydrogen ions) the value of

this constant is greater than unity. Included in this group are strong acids such as

hydrochloric and nitric acid. Toxic organic acids, though, are generally weak acids

and have Ka values between 10
-3 -9and 10 . Ka values are typically expressed in terms

of negative base ten logarithms. When this approach is used the equilibrium constants

are called “pKa” (PKa = -loglo Ka).
When the pH of a solution is the same as the pKa value of an acid (i.e., pH

= pKa), 50 percent of the acid will have donated its hydrogen ions to the solution
and will exist as a charged anionic species. For pH values greater than the pKa

value by one or more units, the acid will have donated essentially all of its hydrogen

ions to the solution and will exist in the anionic form (i.e., P-).

The extent to which any base will extract hydrogen ions from solution depends

upon the concentration of hydrogen ions in solution (pH) and on the strength of the

base. The strength of a base is quantified by an equilibrium constant, Kb. For

very strong bases (those that most readily extract hydrogen ions from solution) the

value of Kb is of the order of 1. Toxic organic bases are generally weak and have

Kb values between 10
-3 and 10-10. In a manner similar to acids, Kb is typically ex-

pressed in terms of negative base ten logarithms and is called “pKb” (pKb = -logl0 Kb).

Water itself can behave as a weak acid or a weak base:
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H20 ~ H+ + OH- (acidic behavior)

H20 + H
+ ~ H30

+ (basic behavior)

Note that [H+] O [H-] = Kw

where [OH-] = the concentration of hydroxide ion, moles/1

K w = 10-14, at 20°C

pKW ~ 14, at 20°C.
When the pH of a solution equals the value (pKw - pKb) of a base, 50

percent of the base has accepted hydrogen ions and will exist as a charged

cationic species. For pH values greater than one unit above the value of

(pKw - pKb), essentially all of the base will exist in electrically neutral

form (e.g. NH3). For pH values less than the value of (PKW - pKb) by 1

or more units, the base will essentially exist in the electrically charged cationic

form (e.g., NH4
+).

Table 11-12 summarizes the behavior described above for acids and bases.

Values for pKa and pKb for selected toxic organic acids and bases and values

of pKw are given in Table 11-13. Additional pKa values can be found in
Donigianet et al. (1983).

Since toxic organics almost always exist in very low concentrations and are at

best only weak acids or weak bases, they will have little influence, if any, on the

pH values of the water. The hydrogen ion concentration of the water will, however,

determine whether acids or bases exist in neutral or ionic forms.

Values of pH for natural waters can be obtained from the USGS, the U.S. EPA, and

state and local agencies. Waters with low alkalinities (e.g., ~50 mg/l as CaC03,

or 1 milliequivalent/liter) are quite susceptible to changes in pH due to natural

processes such as photosynthesis and respiration and even to relatively small additions

of strong acid or base. Selection of representative pH values for such waters will

require more data than for systems with higher alkalinities where less change in pH

can be anticipated.

2.3.1.2 Quantifying the Influence of pH on Toxicant Volatilization

Only electrically neutral species are directly volatile. Volatilization rate

expressions must therefore use as the concentration of toxicant only that fraction

which is electrically neutral (non-ionic). The fraction of an acid or base which is

in the non-ionic form can be determined by use of the

For organic acids:

.&= .1
aAo A 1 + 1O(PH-pKA)

expressions given below:

(II-11)
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TABLE 11-12

OCCURRENCE OF ACIDS AND BASES IN NEUTRAL AND CHARGED
FORMS AS A FUNCTION OF pH, pKa, AND pKb

Acids Bases

Definition: Hydrogen ion donors Definition: Hydrogen ion acceptors

Example:

HN0 3 ~ H + + NO-
3

General Reaction:
H P ~ H+ + p-

Speciation:

Fraction in
pH Neutral Form

pKa+3 0.001
pKa+2 0.01

pKa+l 0.09
pKa 0.5
pKa-1 0.91

pKa-2 0.99

pKa-3 0.999

Fraction in
Ionic Form

0.999

0.99

0.91

0.5

0.09

0.01

0.001

Example:

NH 3 + H+ ~ NH+
4

General Reaction:
B + H+ z BH+

pH

pKw-pKb+3

pKw-pKb+2

pKw-pKb+l

pKw-pKb

pKw-pKb-l

pKw-pKb-2

pKw-pKb-3

Speciation:

Fraction in
Neutral Form

0.999

0.99

0.91

0.5

0.09

0.01

0.001

Fraction in
Ionic Form

0.001

0.01

0.09

0.5

0.91

0.99

0.999

For organic bases:

Bo . 1
aBo = ~ 1 + 10(PKW-PKB-PH)

where

(II-12)

‘Ao = the decimal fraction of the organic acid which is in the elec-
trically neutral (non-ionic) form

‘fBo = the decimal fraction of the organic base which is in the elec-

trically neutral (non-ionic) form

A = the total dissolved concentrations of the toxic organic acid (e.g.,

HP+P-), also called the analytical concentration of A

B = the total dissolved concentration of the toxic organic base (e.g.,
BH+ + B), also called the analytical concentration of B.

The rate expressions then become in general form:
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TABLE 11-13

pKa AND pKb VALUES FOR SELECTED TOXIC ORGANIC

ACIDS AND BASES AND VALUES OF pKw FOR WATER

Acids

Phenol
2-Chlorophenol
2,4-Dichlorophenol
2,4,6-Trichlorophenol
Pentachlorophenol
2-Nitrophenol
4-Nitrophenol
2,4-Dinitrophenol
2,4-Dimethylphenol
4,6-Dinitro-o-cresol

Bases

p Ka
a

10.0
8.52
7.85
5.99
4.74
7.21
7.15
4.09

10.6
4.35

PKb

b

Benzidine 9.34, 10.43

Water p Kw
c

Freshwater 14.63 at 5°C
14.53 at 10oC
14.35 at 15°C
14.17 at 20°C
14.00 at 25°C
13.82 at 30°C

14.03 at 5°
13.81 at 10oC
13.60 at 15°C
13.40 at 20°C
13.20 at 25°C
13.00 at 30°C

Seawater

Notes:

a All pKa values from Callahan et al (1979).

b All pKb values from Weast and Astle (1980).

c pKw values from Stumm and Morgan (1981) and from Dickson and Riley (1979).
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R =k aA
VA

o

and

R =ka B
VB

o

where

R = rate of volatilization

kv = specific rate constants for volatilization.

Table 11-14 summarizes the procedure.

(II-13d)

(II-13b)

— - — - — - — - — - — - — - — - — - - EXAMPLE II-2 - — - — - — - — - — - — - — - — - — - — - — -

2-nitrophenol has

pH of 8, at concentrati

volatilization flux on

constant, k , is 2 cm/hr.

From Table 11-13,

been detected in the Alehandra Estuary, which has a

ons of 20 ~g/1 (total dissolved form). Determine the

a per unit area basis. Assume the volatilization rate 

the pKa of 2-nitrophenol is 7.21. The fraction

  present in the electrically neutral (non-ionic) form is:

1
‘Ao = ~ + lo(PH-PKa)

1.
~ + ~o(8.0-7.2~

= 0.14

From Equation 11-13 the volatilization flux is:

Rv = 2 cm/hr (0.14) (~) (1000 1, (l~o~m) = 56ug ’h~1m_2
m3

— - — - — - — - — - — - — - — - — - - E N D  O F

2.3.2 Sorption on Suspended Sediments

2.3.2.1 Introduction

EXAMPLE 11-2 – - — - — - — - — - — - — - — - — - — - -

Sorption refers to the accumulation of a chemical in the boundary region

of a solid-liquid interface. Sorption occurs when the net sorbate-sorbent attraction

overcomes the solute-solvent attraction, where solute and sorbate refer to the

sorbing species in solution and sorbed at the interface, respectively.

Sorption of chemicals in the natural environment is significant because the
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TABLE 11-14

PROCEDURE FOR CALCULATING FRACTION OF A COMPOUND
WHICH IS IN THE NEUTRAL (NON-CHARGED) FORM

1. Decimal fraction of a compound which is in the
neutral (non-charged) form:

(1)
A.

For Organic Acids
1

‘AO=T= ~ + ~o(PH-PKA)

B.
For Organic Bases

1
aBo=7= (2)

1 + 10(p$/-P$j-PH)

2. Procedure

a) Find the pH value of the water, pH = .

a) For an organic acid, use Table 11-13 to find the
pKA value of the organic acid, pKA = .

c) For an organic base use Table II-13 to find the
pKB value of the organic base, pKB =

d) Also use Table 11-13 to find the pKw value for water,
P KW = .

3. Substitute: For organic acids substitute pH and
PKA into equation 1. LYAO= .

For organic bases substitute
pH, pKB, and pKw into equation 2. ~B = .

Note: 100= 1 (any number to the zero power equals 1)

4. For approximations of the decimal fraction of a compound
which is in the neutral form use Table 11-12.

fates of sorbates and solutes can be significantly different. Sorbates are trans-

ported along with sediments, and can be deposited in river or lake beds to remain

indefinitely. Sorbates are in many ways protected from transformation processes

which would otherwise affect the solute. For example:
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o Microbial degradation rates can be reduced. Steen et al. (1978)

performed tests which showed that sorption of toxicants to suspended

sediments renders some compounds unavailable for biodegradation in the

adsorbed state.

o Volatilization is diminished. Since volatilization of a chemical

occurs from the dissolved phase, the sorbate is not directly available

for volatilization. Rather, the sorbate first desorbs before it

volatilizes. Example 11-4 will show the significant influence of

sorption on volatilization.

o Direct photolysis of pollutants adsorbed on suspended particles is

inhibited in some cases. Further, suspended solids deposited on

the bed of a river, lake, or estuary, receive very little radiation

for photolytic reactions.

The net interaction between the surface of a solid and sorbate can result from a

variety of forces, including coulombic attraction, Van der Waals forces, orientation

energy, induction forces, hydrogen bonding, and chemical forces (Reinhold et al.,

1979). In the case of many organic compounds, the solute-solvent interaction is

often weak so that even a weak sorbate-sorbent attraction can result in sorption.

This type of sorption is referred to as hydrophobic sorption because of the importance

of the weak solute-solvent attraction. Hydrophobic sorption will be the topic of

much of the following discussion, but it is preceded by brief discussions of equi-

librium isotherms and sorption kinetics.

2.3.2.2 Adsorption Isotherms

Adsorption isotherms describe the relationship between the amount of chemical

sorbed and the equilibrium solution concentration. The most commonly used isotherms

are:

l Langmuir Adsorption Isotherm. This equation was originally developed to

describe adsorption of a gas to a solid surface, but has been used to

describe solid-liquid sorption.

l Freundlich Adsorption Isotherm. This empirical equation is based on

surface-free energy and monolayer capacity.

l Linear Adsorption Isotherm. This equation assumes that there is a

linear relationship between the concentrations of solute and sorbate at

equilibrium. It is valid for dilute solutions.

Figure II-4 shows example comparisons between the three isotherms, and includes

the equations which describe each isotherm. The quantity X is the amount of sorbed

chemical per mass of sediment, and Cw is the amount of dissolved chemical per
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Figure II-4 lSOTHERMS FOR ADSORPTION OF A HYDROPHOBIC POLLUTANT
ON SEDIMENTS

volume of solution. The remaining variables are unknown parameters required to

define the relationship between X and Cw. The linear isotherm has one unknown

Parameter (Kp), while both the Freundlich and Langmuir isotherms have two unknown
parameters (kf,n and m,b, respectively).

For the purposes of this document, analyses will mostly deal with dilute

aqueous solution in the range where the linear isotherm is generally valid. This

approach has the advantage of requiring that one unknown parameter (Kp) be

evaluated, rather than two, and of being easier to manipulate mathematically.

Section 2.3.2.4 will present methods of predicting the unknown parameter Kp.

2.3.2.3 Kinetics of Adsorption

Sorption of organic pollutants is often treated as a process which achieves

rapid equilibrium so that expressions of kinetics are not needed. The equilibrium

approach will be used in the remaining chapters of this document. However, a brief
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introduction will be given of sorption kinetics.

Studies of sorption kinetics are apparently few, with the result that parameters

required in rate expressions are ill defined and applicable only under a specific set

of conditions. Under these constraints, kinetics expressions become less attractive

unless the user can determine values of the rate constants which apply to the specific

system being investigated.

Most typically, kinetics expressions for sorption and resorption are chosen to

be first order. Specifically:

a cw
~= -kaCw

express the kinetic expression for the solute and

concentrations. In these
and for resorption is kd.

Equations 11-14 and 11-15

(II-14)

(11-15)

for the sorbate. The concentrations X and Cw are not necessarily equilibrium

two equations, the rate constant for adsorption is ka

When the rates of adsorption and resorption are equal,

can be equated, with the result that X = KpCw,

where KP = ka/kd.

Karickhoff (1979) investigated the sorption and resorption of organic pollutants

and found that a very rapid component of adsorption preceded a much slower component

of adsorption, and that first order kinetics were obeyed during each of the two

periods. For the fast process, the time constant was found to range from 4 to 30 per
hour, while for the slow process the time constant ranged from 0.06 to 1.5 per hour.

Approximately half of the sorptive equilibrium was realized within minutes, while the

slower component required days or weeks to complete. The slower second period was

visualized as diffusive transfer to sorption sites that were inaccessible directly to

the bulk

when the

sorbate,

2.3.2.4

The

water. Thus, equilibrium conditions are more likely to be rapidly attained

number of easily accessible surface sites exceeds the amount of available

e.g. when suspended sediment concentrations are high.

Partition Coefficients for Organic Chemicals Obeying Linear Isotherms

single unknown parameter, Kp, which relates the sorbate and solute
for linear isotherms is called the partition coefficient. A number of studies

have been completed which develop empirical relationships for partition coeffic-

ients in natural sediments. Several of these studies will be summarized here.
Theoretically based methods of estimating partition coefficients exist, such as

a thermodynamic approach described in Pavlou (1979); however, these will not

be discussed here.
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Karickhoff et al. (1979) examined the sorption of aromatic hydrocarbons and

chlorinated hydrocarbons on natural sediments. They found it convenient to relate

the partition coefficient directly to organic carbon content of the sediments as

follows:

K
P

= Kocxoc (11-16)

where

KOc = partition coefficient expressed on an organic carbon basis

‘Oc = mass fraction of organic carbon in sediment.

These workers were able to expand this relationship to segregate the influence

of particle size as follows:

K
P

= Koc [0.2( 1-f)x;C  + fx~c] (11-17)

where

f = mass fraction of fine sediments (d < 50~m)

XsOc = organic carbon content of coarse sediment fraction
f

‘Oc = organic carbon content of fine sediment fraction.

Karickhoff et al. (1979) were able to relate Koc to the octanol-water

partition coefficient and to the water volubility by the following relationships:

where

and

KOc = 0.63 Kow (II-18)

K=Ow octanol-water partition coefficient (concentration of chemical in

octanol divided by concentration of chemical in water, at equilibrium)

K oc = -0.54 log Sw + 0.44 (II-19)

where

S w = water volubility of sorbate, expressed as a mole fraction.

The water solubilities of the compounds examined ranged from 1 ppb to 1000 ppm.

Hassett et al. (1980) found a similar relationship between Koc and Kow

for organic energy-related pollutants. Figure II-5 shows the relationship. Data from

Karickhoff et al. are included in the plot for comparison.

Prior to the work of Karickhoff et al., Chiou et al. (1977) investigated

the relationship between octanol-water partitioning and aqueous solubilities for a

wide variety of chemicals including aliphatic and aromatic hydrocarbons, aromatic
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FIGURE II-5 RELATIONSHIP BETWEEN

COEFFICIENT (Kow) OF
KOC AND OCTANOL-WATER PARTITION

ENERGY-RELATED ORGANIC POLLUTANTS

acids, organochlorine

Their results, shown

and organophosphate pesticides, and polychlorinated biphenyls.

n Figure II-6, cover more than eight orders of magnitude in

volubility and six orders of magnitude in the octanol-water partition coefficient.

The regression equation based on this figure is:

log Kow= 5.00 - 0.670 log Sw (II-20)

where

S w = volubility, in ~mol/1.

Bowman and Saris (1983) report additional Kow versus Sw relationships. Leo et

al. (1971) have tabulated Kow values for thousands of organics. Subsequent to

their work in 1971, they have determined Kow values for many additional com-

pounds.

Brown and Flagg (1981) have extended the work of Karickhoff et al. by developing

an empirical relationship between Kow and Koc for nine chloro-s-triazine and

dinitroaniline compounds. They plotted their results, along with those of Karickhoff

et al., as shown in Figure II-7. The combined data set produces the following

correlation:
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FIGURE II-6 CORRELATION OF AQUEOUS VOLUBILITY
WITH OCTANOL-WATER PARTITION COEFFICIENT

log Koc = 0.937 log Kow - 0.006 (11-21)

The linear correlation between Koc and Kow for the compounds studied by Brown

and Flagg has a larger factor of uncertainty than those studied by Karickhoff

et al. Other relationships between Koc and Kow for specific groups of

compounds are reported in Karickhoff (1984).

The previous paragraphs have shown how the partition coefficient Kp can be

predicted for organic hydrophobic compounds which obey a linear isotherm relationship.

First, Koc is predicted based on either water volubility or the octanol-water

partition coefficient. Tables 11-5 through II-9 shown earlier contain Kow values

for a number

the fine and

procedure is

of compounds. Then based on an estimate of organic carbon fraction in

coarse sediments, Kp can be estimated from Equation 11-17. This

summarized in Table 11-15.

2.3.2.5 Solute and Sorbate Fractions

The relative amount of pollutant sorbed and dissolved depends on both the

suspended sediment concentration and the partition coefficient, and at equilibrium is

given by: *b
1awd=-

CT l+KPS
(II-22)
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FIGURE II-7

where

C w = total

RELATIONSHIP BETWEEN KOC AND Kow FOR COARSE SILT

dissolved phase concentration

C T = Cw + CS

C S = XS

K p = partition coefficient

S = suspended sediment concentration, on a part per part basis

X = mass of sorbed pollutant per mass of suspended sediment.

Equation II-22 can be illustrated more vividly by tabulating ranges of KP
and S values. Table 11-16 shows this information. Partition coefficients and

suspended sediment concentrations range from 10° to 104. For the lowest

value of the partition coefficient nearly all of the pollutant is present in the

dissolved form, regardless of the suspended sediment concentration. Also, for low

suspended sediment concentrations, nearly all of the pollutant is dissolved, unless

the partition coefficient is extremely large. When relatively high partition

coefficients and sediment concentrations occur simultaneously, then most of the
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TABLE II-15

PROCEDURE FOR CALCULATING PARTITION COEFFICIENT

1. Partition Coefficient

Kp . Koc
[
0.2 (1-f) X;c +fxjc

1

2. Procedure

a. Find Kow (octanol-water partition coefficient)

(1) Use Tables II-5 through II-9
for priority pollutants. Kow =

OR, If the value is not tabulated

(2) Estimate Kow by:

log Kow= 5.00 - 0.670 log Sw =

where Sw = solubility, #mole/l

Sw (mg/l)S w ,jilllo~e/1) = x 103

molecular weight

Use Tables II-5 through II-9 to find Sw (mg/l)

b. Find Koc:

K oc = 0.63 Kow =

c. Estimate:

(1) f (mass fraction of silt or clay) = , (Osfsl;

f = 1, if all suspended solids are silts and clays
f = 0, if all suspended solids are sands)

(2) ~c (organic carbon content of sand, 0.00-0.05

typically) =

(3) X:c (organic carbon content of silt-clay, 0.03 -
0.10 typically) =

3. Substitute: Koc, f, XJC * % into Equation (l).

K p =

(1)

(2)

4. Typical Value for Kp = 0.01 Kow

Maximum Value for Kp = 0.065 KOW
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TABLE II-16

RELATIONSHIP OF DISSOLVED AND SORBED PHASE POLLUTANT
CONCENTRATIONS TO PARTITION COEFFICIENT AND

SEDIMENT CONCENTRATION

If CT = 100 ppb

K
P S (ppm) C w/CT

Cw= X = C s=

101

102

103

104

10° 1

10

100

1000

10000

1

10

100

1000

10000

1

10

100

1000

10000

1

10

100

1000

10000

1

10

100

1000

10000

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

0.9

1.0

1.0

1.0

0.9

0.5

1.0

1.0

0.9

0.5

0.1

1.0

0.9

0.5

0.1

0.0

100.

100.

100.

100.

99.

100.

100.

99.9

99.0

90.9

100.

99.9

99.0

90.9

50.

99.9

99.0

90.9

50.

9.1

99.0

90.9

50.

9.1

1.0

100.

100.

100.

100.

99.

1X103

1X103

999.

990.

909.

1X104

1X104

9.9X10 3

9.1X10 3

5X103

1X105

9.9X10 4

9.1X10 4

5X104

9X103

9.9X10 5

9.1X105

5X105

9.1X10 4

9.9X103

0.0

0.0

0.0

0.0

1.0

0.0

0.0

0.1

1.0

9.1

0.0

0.1

1.0

9.1

50.

0.1

1.0

9.1

50.

90.9

1.0

9.1

50.

90.9

99.0

pollutant present exists as sorbate. For all the cases shown, X is high which

indicates that the mass sorbed per unit mass of sediment present can be high while

Cs is simultaneously low.
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— - — - — - — - — - — - — - — - — - — EXAMPLE II-3 - — - — - — - — - — - — - — - — - — -—-—-—

Determine the fraction of benzo(a)pyrene that Is dissolved in a system

containing 300 ppm suspended solids. The suspended sediments are 70 percent

fines (d < 50 ~m) and the weight fraction of organic carbon is 10 percent of

the fines and 5 percent of the sand fraction.

From Table II-9, the volubility of benzo(a)pyrene is 0.0038mg/l, and

the octanol-water partition coefficient is 106. If, for the moment, the

octanol-water partition coefficient is ignored, Equation 11-20 can be used

to predict Kow based on volubility. The volubility of 0.0038mg/l must

be converted to mole/l:

S w = (0.0038 mg/l) (10-3 g/rng) (~~~} (106*)

= 0.015 ~mole/1

From Equation 11-20, the predicted octanol-water partition coefficient is:

log Kow = 5.00- 0.670 log (.015)

= 6.22

so Kow = 10
6.22, which is acceptably close to the tabulated value of 106.

Using the tabulated KOW, Koc is computed from Equation 11-18:

K o c = 0.63x106

= 630,000
From Equation 11-17, the partition coefficient becomes:

K p = 630,000 [0.2 (l-.7) (.05) + 0.7 (.10)]
= 46,000

The suspended sediment concentration for the system is 300 ppm, or 300010-6

parts per part. Using Equation II-22, the fraction of benzo(a)-pyrene which is

dissolved is:

1

1 + 300 l 10-6 Q 46,000

= 0.067 or about 7 percent

Consequently, most of the benzo(a)pyrene is present as sorbate.

- — - — - — - — - — - — - — - — - END OF EXAMPLE II-3 - — - — - — - — - — - — - — - — - — - — -              
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2.4 TRANSPORT PROCESSES

2.4.1 Volubility Limits

The concentration of a compound in a natural water, and therefore the rate of

transport by that water, can be limited by its equilibrium volubility. The aqueous

volubility of organic compounds ranges widely:

Aqueous Volubility at 25°C
(mass which will dissolve in 1 liter of water)

Compound (in milligrams)
Sucrose 2,000,000

Benzene 2,000

Toxaphene 2

Chrysene 0.002

Non-polar compounds have limited solubilities in polar solvents such as water.

The volubility of toxic organic compounds is generally much lower than for inorganic

salts. Equilibrium solubilities for toxic organic compounds are given in Tables II-5

through II-9. Volubility increases with temperature for most organic compounds,

typically by a factor of about 3 from O°C to 30oC.

Organics are generally less soluble in sea water than in fresh water as can be

seen in the tabulations below (Rossi and Thomas, 1981):

Volubility at 25°C
Distilled Water Sea Water

Compound (mg/l) (mg/l)
Toluene 507 419

Acenapthene 2.41 1.84

Pyrene 0.13 0.09

In the absence of colloids or micelles, the maximum amount of a toxic organic

substance which can be held in the water column under equilibrium conditions is just

the aqueous equilibrium volubility Sw, plus the equilibrium amount of solute

sorbed on suspended matter:

C T = Sw + fs (S w)

where

C T
= total amount of compound which can be held in a natural

water at equilibrium conditions, ug liter-1

(II-23)

Sw = equilibrium aqueous volubility, Pg liter-1

fs(Sw) = equilibrium amount of sorbate on suspended matter; a

function of Sw. fs is the sorption isotherm function.
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If a linear sorption isotherm is used, as is commonly the case for trace constituents

(see Section 2.3.2), the above expression becomes:

CT ~ Sw (1 + K
P

s) (II-24)

where

K p = linear partition coefficient (see Section 2.3.2.4), liter Kg-1

S = the “concentration” of suspended matter (sorbent), Kg liter-1

The inequality results in the above equation because at high solute concentrations

linear isotherms overpredict the amount of solute sorbed. The use of linear sorption

isotherms (a common practice for trace constituents) is adequate at pollutant concen-

trations which are equal to, or less than, one half of the equilibrium volubility.

When linear sorption isotherms are used, e.g. those with the

ient approach (Kp) presented in Section 2.3.2, one must then

the aqueous pollutant concentration is less than or equal to

librium volubility.

2.4.2 Volatilization

2.4.2.1 Introduction

simple partition coeffic-

check to insure that

one-half of its equi-

Volatilization is defined as the transfer of matter from the dissolved to the

gaseous phase. A considerable number of toxic substances volatilize in the natural

environment. Volatilization rates depend on the properties of the toxicant and on

the characteristics of the water body. If a toxicant is “highly volatile”, then

obviously volatilization is an important process affecting the fate of the toxicant.

However, even for toxicants which are considerably less volatile, volatilization

cannot always be ignored. This is because the fate of a toxicant is governed by a

variety of processes. If volatilization proceeds as fast as other competing mechanisms,

even though all the rates might be slow, then volatilization will influence the fate

of the toxicant.

Methods will be provided in this section to predict the volatilization rate for

toxic organic substances, which volatilize according to the following relationship:

-k
~=+ (c-f-’=+
at “ (c-f)

‘H

where

(II-25)

C = concentration of toxicant in dissolved phase (concentration of solute)

kv = volatilization rate constant in units of length/time

k~ = volatilization rate constant in mixed water body in units of

time-l
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Z =

P =

K H =

mixed depth of water body

partial pressure of toxicant in atmosphere above the water body being

investigated

Henry’s Law constant.

(II-27)

where

(II-28)

For many applications the partial pressure of the compound in the atmosphere is zero,

so that Equation II-25 simplifies to:

ac _—. -k; C (II-26)
at

An alternate form of Equation II-26 is in terms of the total pollutant concentra-

tion, CT, and the site specific volatilization rate constant, kvm:

ET = .k C
at vm T

kv aw
k=~vm

where

‘w = fraction of toxicant present in dissolved phase.

The following sections will illustrate how to predict the volatilization rate for

toxicants of either low or high volatility. But first, a brief discussion of Henry’s

Law is required.

2.4.2.2 Henry’s Law

Henry’s Law is an expression which relates the concentration of a chemical

dissolved in the aqueous phase to the concentration (or pressure) of the chemical in

the gaseous phase when the two phases are at equilibrium with each other. One common

method of expressing Henry’s Law is:

P = ‘Hcw (II-29)

where

P = equilibrium partial pressure of pollutant in atmosphere above the

water, atm

C w = equilibrium concentration of pollutant in the water, mole/m3

KH = Henry’s Law constant, atm m
3/mole.

Henry’s Law in this form is valid for pollutants present in concentrations up to 0.02

expressed as a mole fraction. For compounds with molecular weights greater than 50

g/mole, a mole fraction of 0.02 represents a concentration of at least 55,000 mg/l.
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Typically toxic pollutants in the environment are present at levels far below this

concentration.

Table 11-17 contains values of Henry’s Law constants for a number of selected

hydrocarbons. In the table, Henry’s Law constant is expressed in units of atm

m3/mole.

numerous

where

However, in the literature Henry’s Law constant can be defined in

ways. A second, widely used method of defining Henry’s Law constant is:

. Ca

‘H=%

C a = molar concentration in air, mole/m3

‘i = alternate form of Henry’s Law constant, dimensionless.

Equations II-29 and 11-30 are related as follows:

where

, ‘H KH
KH=Vk=

8.2 X 10-5 T
= 41.6 KHat 20°C

(11-30)

(II-31)

Tk = temperature of water, 
OK.

Ru = universal gas constant.

This relationship is based on the ideal gas law. Equation 11-31 is useful because of

the frequent necessity to convert literature data from one set of units to another.

Henry’s Law constant can be estimated for slightly soluble compounds

(mole fraction ~ O.02) by the following expression:

Ps x MW
K H (atrll*m3/mole)  = 760 X Sw

(II-32)

where

P s = saturation vapor pressure of pure compound in Torr

MW = molecular weight

S w = volubility in water in ppm.

Figure II-8 illustrates the limits of Henry’s Law for an acetone-water mixture.

Henry’s Law is obeyed by acetone in region B (mole fraction of acetone ~ 0.1) and by

water in region A (mole fraction of acetone ~ O.95). Notice that the generally

accepted limit of validity of Henry’s Law (mole fraction ~ 0.02) corresponds to

concentrations of 34,000 mg/l to 227,000 mg/l for compounds with molecular weights

between 30 to 200. Thus Henry’s Law is likely to be applicable in nearly all cases

of concern in the natural environment. For pollutants which happen to be largely

soluble, however, care must be taken to calculate Henry’s law by some method other

than Equation II-32.
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TABLE II-17

HENRY’S LAW CONSTANT FOR SELECTED HYDROCARBONS

Olefins
and

Acetylenes

Ethene (g)
Propene (g)
l-Butene (g)
l-Pentene (1)
l-Hexene (1)
2-Heptene (1)
l-Octene (L)
propyne (g)
l-Butyne (g)

Cycloalkanes
Branched-Chain

Alkanes

Cyclopentane (i)
Cyclohexane (i)
Methylcyclopentane (1)
Methylcyclohexane (1)
Propylcyclopentane (L)
Isobutane (g)
Isopentane (S)
2-Methylpentane (1)
2-Methylhexane (1)
2,2-Dimethylpentane (!)
3-Methylheptane (1)
2,2,4-Trimethylpentane
4-Methyloctane (t)

Polychlorinated
Biphenyls

Aroclor 1242
Aroclor 1248
Aroclor 1254
Aroclor 1260

KHHenry’s Law
Constant

(atm.m 3/mole kv(cm/hr)
a

0.214
0.232
0.268
0.398
0.412
0.418
0.905
0.0110
0.0194

0.187
0.196
0.362
0.428
0.893
1.24
1.364
1.73
3.42
3.15
3.71
3.04
9.936

5.7x1O-4

3.5x1O-3

2.8x10 -3

7.1x1O -3

20.
20.
20.
20.
20.
20.
20.
19.8
20.

20.
20.
20.
20.
20.
20.
20.
20.
20.
20.
20.
20.
20.

15.6
18.9
18.9
19.6

Aromatics

Benzene (t)
Toluene (s,)
Ethyl benzene (1)
o -Xylene (L)
Isopropyl benzene (2)
Naphthalene (s)
Biphenyl (s)
Acenaphthene (s)
Fluorene (s)
Anthracene (s)
Phenanthrene (s)

n -Alkane

Methane (g)a

Ethane (g)
Propane (g)
n -Butane (g)
n -Pentane (L)
n -Hexane (t)
n -Heptane (L)
n -Octane (k)
n -Nonane (2)
Decane (2)
Dodecane (E)
Tetradecane (1)

Pesticides

DDT
Lindane
Dieldrin
Aldrin
Endrin
Heptachlor
Chlordane
Toxaphene

KH
Henry’s Law
Constant

(atm.m 3/mole kv (cm/hr)
a

5.49x1O -3

6.66x10 -3

8.73x1O -3

5.27x10 -3

1.45x1O -2

4.25x10 -4

6.36x10 -4

2.28x10 -4

2.35x1O -4

1.65x10 -7

1.48x10 -4

0.665
0.499
0.707
0.947
1.26
1.85
2.07
3.22
3.29
4.93
7.12
1.14

3.9x1O-5

4.9x1O-7

2.Ox1O -7

1.4x1O-5

4.6x10-7

1.5x1O -3

5x1O-5

0.1

19.4
19.5
19.6
19.4
19.8
14.5
16.0
11.7
11.9
18.2
9.6

20.
20.
20.
20.
20.
20.
20.
20.
20.
20.
20.
20.
20.

3.9
0.06
0.02
0.60
0.06

18.
4.8
19.8

a These are estimated values based on kl = 20 cm/hr and kg= 3000 cm/hr.
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o Consider acetone-water mixture

o Henry’s Law is obeyed:
by acetone when mole fraction of acetone s O.l (Region B)
by water when mole fraction of acetone ? 0.95 (Region A)

o General range of validity: mole fraction S 0.02

MW Concentration when mole fraction = 0.02

30 34000 mg/l

75 85000 mg/l

100 l13000 mg/l

200 227000 mg/l

FIGURE II-8 RANGE OF VALIDITY OF HENRY’S LAW
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Tables II-5 through II-9 presented vapor pressure and volubility data for the

organic priority pollutants, which can be used to predict Henry’s Law constant.

Although Equation II-32 is not valid for highly soluble chemicals, generally the

toxicants of interest here are only slightly soluble, so that the expression iS

adequate. The dimensionless form of Henry’s Law constant is expressible as:

16.04 Ps xMW
K; = (II-33)

SWXT

All variables have been previously defined.

- — - — - — - — - — - — - — - — - — - EXAMPLE II-4 - - — - — - — - — - — - — - — - — - — - — - — -

Henry’s Law Constant for Chloroform

Calculate Henry’s Law constant in the two forms expressed by Equations

II-32 and II-33. Chloroform (also called trichloromethane or CHCl3) has

the following properties:

Vapor pressure = 150 Torr (from Table II-5)

Volubility = 8200 ppm at 20oC (from Table II-5)

Molecular weight = 12 (carbon)

From Equation

‘H =

From Equation

K; =

1 (hydrogen)

3 x 35.5 (chlorine)

Sum = 119

11-32:

150X119
= 2.86 x 10-3 atm0m3/mole

760x8200

II-33, at 20oC (293°K):

16.04x150x119
= 0.12

8200x293

Henry’s constant, expressed as K~, had been found experimentally to be

0.12, the same as predicted here.

— - — - — - — - — - — - — - — - - END OF EXAMPLE

2.4.2.3 Two Film Theory of Volatilization

II-4 - - — - — - — - — - — - — - — - — - — - — - -

When a chemical volatilizes from water, the process can be visualized as a mass

transfer occurring over several distinct steps. Figure II-9 presents a schematic
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FIGURE 11-9 SCHEMATIC REPRESENTATION OF VOLATILIZATION
FROM SOLUTION PHASE TO LIQUID PHASE

representation of the process. The concentration of the chemical is C in the bulk

liquid solution. As the chemical moves upward in the bulk solution it moves through

a thin “liquid film” where a concentration gradient develops because the transfer

rate is limited by diffusion. The dissolved chemical then volatilizes and passes

through a thin “gas film” , where again transfer may be limited, before reaching the

bulk vapor phase.

At the interface between the gas and liquid films the concentrations in the

liquid (Ci) and in the gas (Pci, expressed as partial pressure) are assumed
to be in equilibrium and to obey Henry’s Law:

Pci = ‘Hci (II-34)
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In the absence of net accumulation at the interface the mass flux from one phase must

equal the mass flux from the other, or:

Fz = ##(pc . pci) =kli (C-ci)
u

(II-35)

where

Fz = flux of chemical in z direction

kgi = mass transfer coefficient in the gas phase across “gas film”

kli = mass transfer coefficient in the liquid phase across “liquid

film”

Pc, Pci, C, CiD are defined in Figure II-9.

Since it is not convenient to measure the partial pressure and concentration at the

interface, it is worthwhile to develop expressions for bulk transfer coefficients,

given by:

F z = &(pc - Pi) = kvl (C
u

where

kvg = overall volatilization rate defined for the gaseous phase

kvl = overall volatilization rate defined for the liquid phase

Sp = saturation concentration of chemical in equilibrium with Pc

P; = partial pressure in equilibrium with C.

- Sp) (II-36)

Combining Henry’s Law equilibrium expressions with Equations II-35 and 11-36 the

overall volatilization rates become:

11 ‘H
+’—=— l ——

k RUTVg ‘li ‘gi

1 1 + ‘UT._=—
kV1 ‘1 i ‘Hkgi

(II-37)

(II-38)

Of the two expressions, normally Equation II-38 is more useful for the purposes

of this document because the pollutants being analyzed are in the aqueous phase. To

simplify terminology Equation II-38 will be rewritten as:

-—
~-kl ‘Hkg

(II-39a)

or

1 ~+ 1—=
kv k, ‘ii ‘g

(II-39b)

-66-



where the second subscripts to each variable have been dropped. The volatilization

rate, kv, is the same as shown earlier in Equation II-25 and depends on k
9’

K~, and kl.
There are two special cases of Equation II-39, depending on the value of Henry’s

Law constant. They are:

[

k ,, for large K~ (liquid-phase limited)

k v =

‘hkg’ for small K~ (gas-phase limited)

(II-40a)

(II-40b)

TO make Equation 11-40 usable, “large” and “small” values of K~ have to be

defined. For cases when the liquid phase is limiting the transfer rate, a large

fraction, R, of the total resistance exists in the liquid phase, or:

:= R[t-)=R(t+dd

Similarly when the gas phase is limiting:

(11-41)

(II-42)

Equations 11-41 and II-42 can be rearranged to express Henry’s Law constant explicitly:

I

‘1 R for liquid-phase limited
~m’ (II-43a)

% =

[

‘1 1-R for gas-phase limited
~~’ (II-43b)

At this point values for R, kl, and kg must be specified. “Typical” values

of kg and k, for surface waters are in the range of 20 cm/hr and 3,000 cm/hr,

respectively. For R values of 0.83, 0.90, and 0.95, the phase limiting values of

Henry’s Law constants, converted to units of atm m3/mole using Equation 11-31,

are as follows:
Henry’s Constant (atm=m3/mole)

 R 

0.83

0.90

0.95

Liquid-phase Limited Gas-phase Limited

7.8 X 10-4 3.3 x 10-5

1.4 x 10-3 1.8 X 10-5

3 x 10-3 8.4 X 10-6
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Hence, for Henry’s Law constants larger than about 1.0 x 10-3 atm m3/mole

most of the resistance to volatilization lies In the liquid phase, and for Henry’s

Law constants less than about 1.0 x 10-5 atm m3/mole, most of the resistance

lies in the gas phase. When either of the two phases controls the volatilization

rate, then the simplified Equation 11-40 can be used in lieu of Equation II-39. The

data in the tables presented earlier can be used to predict Henry’s Law constant and

then to decide whether the gas or liquid phase limits volatilization.

Based on the two-film model there are two methods which can be used to estimate

volatilization rates. One approach is considerably more simple than the other. The

simpler approach is based on the following reasoning. Using “typical” values of

kl, and kg, kv can be estimated based solely on KH as the independent variable,

where KH is allowed to vary over its potential range of values. As Table 11-18

shows, KH can vary by at least seven orders of magnitude. Based on this variabil-

ity of Henry’s Law constant, Table 11-19 presents the associated volatilization

rates. As Henry’s Law constant increases, the volatilization rate approaches

20 cm/hr, the liquid phase limiting rate. As Henry’s Law constant decreases, so does

the volatilization rate, with the lower limit being zero.
The second method of predicting kv is based on finding kg and k, individually,

rather than assuming typical values. The gas-phase transfer rate can be found based

on the evaporation rate of water as outlined in Mills (1981). Mills showed that:

k;= 700 V (II-44)

where

k’ = gas transfer rate for water vapor, cm/hr

V = wind speed, m/see.

This expression was derived from an empirical relationship shown in Linsley et al.,

(1979) for the evaporation of water. Liss (1973) conducted measurements in an

experimental basin and found that:

k:= 1000 V (II-45)

where the units are the same in Equation II-44. Considering that the approaches used

to develop Equations II-44 and II-45 are different, their agreement is good. Still

other relationships exist between k~ and V (e.g. Rathbun and Tai, 1983).

The values of kg and k~ are related by penetration theory (Bird et

al. 1960) as follows:

(II-46)
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TABLE 11-18

HENRY’S LAW CONSTANTS FOR SELECTED COMPOUNDS

Compound Henry’s Law Constant (atm=m3/mole)

Vinyl Chloride 3.7

Carbon Tetrachloride 2 x 10-2

Toluene 6.7 X 10-3

Aroclor 1254 2.8 X 10-3

Flourene 2.4 X 10-4

DDT 3.9 x 10-5

Dieldrin 2.0 x 10-7

TABLE 11-19

TYPICAL VALUES OF POLLUTANT VOLATILIZATION RATES
IN SURFACE WATERS

KH(atm”m3/mole) K~(dimensionless) kv(cm/hr)* kv(l/day)**

l00

10-1

10-2

1 0-3

10-4

1 0-5

1 0-6

10-7

41.6

4.2

4 . 2 x 1 0- 1

4 . 2 x 1 0 - 2

4 . 2 x 1 0 - 3

4 . 2 x 1 0 - 4

4 . 2 x 1 0 - 5

4 . 2 x 1 0 - 6

20 l 4.8 Liquid-film

20. 4.8 limited

19.7 4.7

17.3 4.2

7.7 1.8

1.2 0.3

0.1 0.02
Gas-film

0.01 0.002 limited

*Using kg = 3000 cm/hr
kl = 20 cm/hr.

**For water depth = 1 m.
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where

Da = diffusion coefficient of pollutant in air

Dwv = diffusion coefficient of water vapor in air.

Diffusion coefficient data can be found in such references as Perry and Chilton

(1973), or estimated using the Wilke-Chang method, also in Perry and Chilton. If an

analytical method is used to estimate diffusion coefficients, note that it is easier

to predict the ratio of two diffusion coefficients than to predict each coefficient

individually because some of the required information cancels out of the ratio, and

consequently is not needed at all.

In many cases it is acceptable to approximate the ratio of diffusion coefficients

as follows:

()

Da 18%

‘= TiiTDWv
(II-47)

where

MW = molecular weight of pollutant.

Table 11-20 illustrates the difference between calculating the diffusion coefficient

ratio by using tabulated data from Perry and Chilton and by using Equation II-47.

The percent differences between the ratios range from 1 to 27 percent and average 15

percent. This agreement is acceptable for screening purposes. Combining Equations

II-46, II-44, and II-47, the final expression for kg (in units of cm/hr) is:

TABLE 11-20

COMPARISON OF TABULATED AND PREDICTED VALUES OF DIFFUSION
COEFFICIENTS FOR SELECTED POLLUTANTS

Diffusion Coefficient Perry &
Perrv Chilton Predicted

Molecular & Chilton Predicted
Pollutant Weight   (&r ($)’2 D~~~Q’(cm2/sec) (cm2/see)

Chlorobenzene 113 0.075 0.088 .58 .63 9

Toluene 92 0.076 0.097 .59 .66 12

Chloroform 119 0.091 0.086 .64 .63 1

Naphthalene 128 0.051 0.083 .48 .61 27

Anthracene 178 0.042 0.070 .44 .56 27

Benzene 78 0.077 0.106 .59 .69 17
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kg =
[)

Too Q*v
Mw

(II-48)

This expression is valid for rivers, lakes, and estuaries.

The liquid phase transfer coefficient kl can be predicted based on the

reaeration rate, ka, for the system. The relationship proposed by Smith et al .

(1981) is:

()

Dw n
kl= — , o.5<rl:l (II-49)

%2 ‘; -

where

Dw = diffusion coefficient of pollutant in water

‘o = diffusion coefficient of dissolved oxygen in water
~,2
a = surface transfer rate of dissolved oxygen, expressed in the

same units as kl.

In other chapters of this report, the reaeration rate is presented as ka,

defined as:

ka = kjz (II-50)

where

Z = mixed depth of water body.

For rivers the mixed depth is the total depth, while for estuaries the mixed depth is

the total depth only if the estuary is well mixed. Otherwise, it is the depth to the

pycnocline. Similarly for lakes, the mixed depth can be less than the total depth

and can be chosen to be the depth of the epilimnion.

The exponent n varies as a function of the theoretical approach used to develop

Equation II-49. If film theory is used, i.e., the film is considered to be a laminar

sublayer, then n = 1. If penetration or surface renewal theory is used, n = 0.5.

Using experimental approaches, researchers have found n to vary from 0.5 to 1.0.

Since the movement of water in natural water bodies is generally turbulent, the

parameter n can be chosen to be 0.5.

Perry and Chilton (1973) provide data and methods to predict the diffusion

coefficient of a pollutant in water. The Othner-Thakor relationship, described

in Smith et al . (1981) can also be used. As an approximate approach, by using

the square root of the molecular weights the following expression results:

()

32%*
‘1 = ~ ‘a

(11-51)

A recent study (Rathbun and Tai, 1981) used a tracer technique to predict the

volatilization rates of four priority pollutants from 12 different rivers. That
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study provides an opportunity to compare, even if only to a limited degree, some

of the methods presented here against field results. Table 11-21 briefly summarizes

the results of Rathbun and Tai (1981). As shown by the values of Henry’s Law constant

for the four pollutants, each pollutant is liquid phase limited, since all Henry’s

Law constants exceed 1.0 x 10-3 atm m3/mole. The study results were unable

to predict differences in volatilization rates for the four pollutants, and found

that the best predictive expression was:

kv = 0.655 k:

Based on Equation 11-51 the screening methods predict:

kv= 0.7&o 0.8 k;

where the range reflects the variability in molecular weight among the four pollutants.

If the default value of 20 cm/hr, suggested earlier in this section were used as

a rough estimate of the volatilization rate for liquid phase limited pollutants, this

value would fall within the observed range of 1.5 to 24 cm/hr. It appears that the

screening methods presented here generate acceptable estimates of volatilization

rates.

Table II-22 summarizes the two methods presented in the manual for calculating

the volatilization rate constant kv. The first approach is more simplified and

is based on typical values of kg and kl. In the second approach, kg and

k, are calculated rather than assumed.

2.4.2.4 Volatilization Half-Life

Numerous researchers have in the past calculated the volatilization half-life of

toxicants under controlled laboratory conditions. The result of some of this work

was shown earlier in Tables II-5 through II-9. Typically, researchers have used the

following expression to calculate the half-life:

0.693 Z

‘%=- k
v

(II-52)

where

‘1/2 = half-life (time required for the concentration of the contami-

nant to decrease by half).
It is important to understand that the volatilization half-life of a toxicant

varies according to the environmental conditions. Under controlled laboratory
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TABLE 11-21

VOLATILIZATION RATES OF SEVERAL PRIORITY POLLUTANTS IN 12 RIVERSa

Henry’s Constant

Pollutant (atm*m3/mole) Molecular Weight

Benzene 5.5 x 10-3 119

Chloroform 2.9 x 10-3 78

Methylene Chloride 2.7 x 10-3 85

Toluene 6.7 X 10-3 92

Study results showed: kv = 0.655 k;

Range of values for 12 rivers: 1.5 to 24 cm/hr

Screening method predicts: kv = 0.7 k: to 0.8 k;

aRathbun,  R.E. and D.Y. Tai. 1981. Techniques for Determining
the Volatilization Coefficients of Priority Pollutants in Streams.
Water Research, Volume 15, pp. 243-250.

conditions, where the depth of water is extremely small, tl,2 can be extremely

small. If the water depth increases by 100 fold, for example, so does tl,2.

The volatilization half-life is affected by suspended solids in the system.

When suspended solids are present, Equation II-52 should be modified to:

0.693 Z
=—(1 + SKP)

‘% kv
(II-53)

where

S = suspended solids concentration

Kp = partition coefficient.

The partition coefficient is the ratio of the sorbed pollutant concentration to the

dissolved phase concentration. A method to predict Kp was discussed earlier in

Section 2.3.2. Since the toxicant which sorbs to the sediments is not directly

available for volatilization, the total flux of volatilizing particles decreases.

The following example illustrates how sorption can influence the half-life.
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TABLE 11-22

PROCEDURE FOR PREDICTING VOLATILIZATION RATE

I: S impl i f ied  Approach

1. I n p u t Henry’s Law Constant (Table 11-17)

Procedure:  Use Table 11-192 .

3. R e s u l t :  kv ( c m / h r )  = _ _ _ _ _ _

To convert to units of per day:

k, (per  day)  =  kv (IJR/hr)  x&=_

where

z

1. I n p u t e :

= depth of mixed surface layer, meters

II: Two-Film Theory Approach

111._ .-+-
kv l? W9

Henry’s Law Constant (tj, atm x M3/~le)  =_____
Wind speed (V, m/sec) =______

Molecular weight of compound (MW) =
Reaerat ion  ra te  (k;, cm/hr, or ka,  per  day)  =_____

Water temperature (T, ‘C) =_____
Water depth (Z, meters) =_____

(1)

2. Procedure

F i n d : ~ ( u n i t l e s s )  =
~ (atmxm3/mole)

a.
8.2  x10-5  (T +273)  “—

(2)
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— - — - — - — - — - — - — - — - — - — EXAMPLE II-5 - — - — - — - — - — - — - — - — - — - — - — -

The following data for hexachlorobenzene were obtained from Table II-8:

Volubility = 20 #g/l

Vapor pressure = 10-5 Torr at 20”C

K 6*1O.

Under theO~onditions reported in the work of Mackay and Leinonen (1975):

L = l m

kv = 8 cm/hr = 8 x 10-2 m/hr.

Hence:

0.693 X 1
t% = = 8.7 hours

8 X 10-2

Note that the half-life is small even though the vapor pressure is only 10-5

Torr. The results indicate that the vapor pressure is, by itself, not necessarily

a good indicator of the importance of volatilization.

Now, consider the following conditions which might be encountered in a

river:

ka (reaeration rate) = 0.5/day

Suspended sediment concentration = 550 ppm

K = 5 X 104

D~pth = 1 m.

The expression of volatilization half-life modified to account for the presence of

the suspended solids is:

t+ = 0“:g3z (1 + SKP)
v

From Equation 11-51, the liquid-phase transfer rate for hexachlorobenzene is:

()

&
32 a

‘I=m x 0.5 x 1 = 0.29 m/day= 0.01 m/hr = 1 cm/hr

Henry’s Law constant can be estimated based on Equation II-32. Using the data

presented earlier:

K - 10-s x 285 . 1 9 ~ 10-’ atm.m~/m~le
H- 760 X .02 “
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Using a default value of 3,000 cm/hr

1 ~+ 1—=
kv

=
1 3000x 7,8

so

kv = 1 cm/hr

The half-life becomes:

0.693 X I
t% =

(
~xlo.zl+

x 10-3

550
—x5x
106

for kg, the volatilization rate is:

1.04 cm/hr

104
)
= 1800 hr = 75 days

A comparison of half-lives shows that:

t = 8.7 hours under laboratory conditions

t = 75 days under instream conditions.

This example illustrates that half-lives are not always extrapolatable from

one type of system to another due to the combined difference in sorption effects

and volatilization rates.

— - — - — - — - — - — - — - — - END OF EXAMPLE II-5 -  — - — - — - — - —  - — - — - — - —-—

2.4.2.5 Flux of Volatilizing Pollutants

The preceding sections have provided techniques for predicting volatilization

rates of pollutants. Obviously, if the volatilization rate of one pollutant exceeds
that of a second pollutant, then the first pollutant is more volatile than the

second. However, this criterion alone does not determine whether volatilization is

important in a specific situation. The volatilization flux is the rate at which mass

is transferred to the gaseous phase from the liquid phase and is given by the follow-

ing expression:

F1 UX =kvc-~
‘H

= kvC, when P= O

where

(II-54)

(II-55)

C = concentration of pollutant in water as solute

P = partial pressure of pollutant in atmosphere.
Hence both the volatilization rate and the dissolved phase concentration have to be

considered jointly to predict the flux being volatilized. Table II-23 illustrates
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TABLE II-23

RELATIVE VOLATILIZATION MASS FLUXES OF SEVERAL CHEMICALS IN SATURATED SOLUTIONS

Henry’s Law Volatilization
Constant Rate Constant Volubility

Chemical (atm”n13/mole) (cm/hr) (ppm) Kow Flux Ratioa

Carbon Tetrachloride 2.3 x 10-2 20. 785 400 1

DDT 3.9 x 10-5 3.9 .002-.085 104-106 5X104-2X106

Dieldrin 2.O x 10-4 O.O2 0.2 4 x 106

Phenanthrene 1.5 x 10-3 9.6 l.O 29,000 2 x 103

aThis is the ratio of volatilization flux of a saturated solution of carbon
tetrachloride to the volatilization of the specified chemical,

these principals for several chemicals. The volatilization rates for these pollutants

range from a high of 20 cm/hr for carbon tetrachloride to a low of 0.02 cm/hr for

dieldrin. Anthracene has a volatilization rate constant of 18 cm/hr, 90 percent as

high as the volatile carbon tetrachloride. However, the volubility of anthracene in

water is much lower (0.06 ppm versus 785 ppm). Hence if each of these two chemicals

were to volatilize from saturated solutions, the flux of carbon tetrachloride would

be 15,000 times as great. The same type of comparison can be made for DDT and carbon

tetrachloride. The volatilization rate constant for DDT is relatively high (about 20

percent that of carbon tetrachloride), but the volubility is so low that the ratio of

volatilization flux would be about 100,000:1.
These comparisons have not considered the relative differences in sorption

characteristics of the pollutants. Since only the solute volatilizes, the volatiliza-

tion flux of a pollutant which is mostly sorbed to suspended material is lower than

in the absence of suspended material, all other factors remaining the same. Tables

II-5 through II-9 show the octanol-water partition coefficient, which provides a

measure of relative importance of sorption for the four pollutants. Because both DDT

and anthracene have higher octanol-water partition coefficients than does carbon

tetrachloride, the ratio of volatilization of mass fluxes is likely to be even

greater than calculated above for natural systems containing suspended material.

2.5 TRANSFORMATION PROCESSES

2.5.1 Biodegradation
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2.5.1.1 Introduction

Microorganisms are ubiquitous in the aquatic environment. Microbes are also

very active chemically due to their ability to supply energy for reactions through

normal metabolic processes and to catalyze reactions through enzymatic activity.

Chemical reactions which proceed very slowly or not at all in the absence of biota

occur at rates of up to eleven orders of magnitude faster in the presence of biological

enzymes. Some of the reactions catalyzed by microorganisms transform or degrade

organic pollutants. Frequently, microbial degradation, or biodegradation, is the

most important, if not the only process which can decompose an organic pollutant in

the aquatic environment.

Although microbial communities catalyze countless reactions, many of them fall

into a few classes of important reactions. Oxidative reactions make up one very

important class of biochemical reactions. The hydroxylation of aromatic compounds,

such as benzene, is an example of an oxidative reaction which generates polar com-

pounds from non-polar ones:

An extremely important oxidative reaction unique to microbial organisms is aromatic

ring fission:

Microbes also catalyze reductive reactions. A notorious example is the

dehydrochlorination of DDT to produce DDE:
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Enzymes can catalyze otherwise slow hydrolytic reactions as well:

The term “biodegradation” encompasses these and other biologically mediated

processes which chemically alter a pollutant. Although each reaction causes the

disappearance or primary degradation of a compound, different reactions affect the

toxicity of a compound in markedly different ways (Alexander, 1980).

“Mineralization” refers to the complete degradation of an organic compound

to inorganic products:

Toxic Organic Compound    C02 + Inorganic Products (e.g., NO;,

pfj:-, so;-)

In many reactions, however, organic products remain.

“Detoxification” reactions produce innocuous metabolities from a toxic substance:

Toxic Organic Compound      Innocuous Compounds

In “activation” reactions, microbes convert an innocuous compound into a toxic

compound:

Innocuous

The “defusing” of potentially

innocuous compound before the

Compound -+ Toxic Compound

hazardous compounds occurs when biota produce an

parent compound’s harmful form is generated.

Potentially Toxic

Finally, a toxic compound may be

Figure 11-10 illustrates some of

phenoxy herbicides.

Because of the wide variety

Compound    Innocuous Compound

transformed chemically but still retain its toxicity.

these types of reactions as they occur among the

of toxicological effects metabolic transformations

may have, evaluating the impact of a compound on the environment requires a knowledge

of the potential products which form. However, for the purposes of estimating the

concentration of a pollutant in a natural water body, the user may simply consider

biodegradation to be a decay process. Methods of estimating the rates of biodegrada-

tion constitute the subject matter of the remainder of this section.

-79-



MICROBIAL TRANSFORMATIONS OF TOXIC CHEMICALS

FIGURE 11-10 MICROBIAL TRANSFORMATIONS OF PHENOXY HERBICIDES

2.5.1.2 Rates of Biodegradation in the Environment

The rate at which a compound biodegrades in the aquatic environment depends on
its role in microbial metabolism. Some organic pollutants serve as food sources

which provide energy and carbon for growth and cell maintenance when metabolized by a
microorganism. In other cases, microorganisms transform the pollutant, but are

unable to derive energy for growth from the reaction. These two metabolic patterns,

growth metabolism and cometabolism, exhibit distinct characteristics and rates of

degradation. Because of the important differences between these two types of biodegra-

dation, they are treated separately in the following discussion.
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2.5.1.2,1 Metabolism of Growth Substances

Heterotrophic bacteria degrade certain

and carbon required for their growth. Many

substrates for bacteria in a manner similar

These growth substrates are identifiable by

organic compounds to provide the energy

toxic substances function as growth

to naturally occurring organic compounds.

their ability to serve as the sole carbon

source for a bacterial culture. The metabolic transformation of these growth sub-

strates generally results in relatively complete degradation or mineralization, thus

detoxifying toxic growth substrates. The detoxifying effect and relatively rapid

rates of growth metabolism imply that potential growth substrates pose a lesser

threat to the environment than compounds which cannot be used in this way (Tiedje,

1980).

Before the utilization of a compound can begin, the microbial community must

adapt itself to the chemical. Investigations of biodegradation of a compound to

which the biota have not been recently exposed, both in the field (Spain et al. 1980)

and in the laboratory (Shamat and Maier, 1980) have shown the existence of a lag time

(lag phase) of 2 to 50 days before the microbial community acclimates. Since the

degradation of a growth substrate is relatively

adapted to it, Tiedje (1980) has suggested that

biodegradation of such substances should be the

for adaptation or acclimation.

The lag time depends on several biological

rapid once a microbial population has

the primary concern in assessing

conditions and time period required

and environmental constraints. The

primary constraint is the development of a sufficiently large bacterial population

which is capable of utilizing the pollutant as a growth substrate. Frequently,

specific organisms with specific enzymes are required to metabolize a pollutant. The

processes of species selection and enzyme induction by which a microbial community

adapts itself to a pollutant require time. The adaptation time is influenced both by

prior exposure of the community to a pollutant and the initial numbers of suitable

species. Spain et al . (1980) have demonstrated that prior exposure to a compound

reduces or eliminates the adaptation period. Thus, lag times in pristine environ-

ments should be much longer than in locations which have been chronically exposed to
a compound. In addition, Ward and Brock (1976) have shown that lag time preceding

the onset of petroleum degradation depends on the initial size of the bacterial

population. Water with larger microbial communities should require relatively

shorter times to develop a viable population of degraders. High microbial biomass

levels are associated with higher BOD5 concentrations.

The presence of more easily degraded carbon sources may delay the adapta-

tion of a microbial community to the metabolism of a pollutant. Ward and Brock

(1976)

before

A

found that microorganisms in lake water metabolized added glucose completely

degrading hydrocarbons. This diauxic pattern may result in longer lag times.

final factor which influences lag time is the concentration of the pollutant
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in the water. There may be concentration thresholds below which adaptation does not

take place. (For example, no adaptation for metabolism of 4-nitrophenal occurred at

concentrations below about 40ug/1 (Spain et al , 1981). Too high a pollutant concen-

tration, on the other hand, may be toxic to the microbes (Tabak et al ., 1981). The

user should be aware of these possibilities when extremely low or high concentrations

are involved.

Once the microbial community has adapted to the organic pollutant, it is of

interest to know the rate at which biodegradation occurs. Kinetic expressions for

compounds used as a growth substrate can be relatively complicated since both the

substrate and bacterial concentrations change with time. The Monod equation has been

used to describe the degradation rate of a compound which serves as a sole carbon

source:

(II-56)

where

C = pollutant concentration

B = bacterial concentration

Y = biomass produced per unit C consumed

JJmax = maximum specific growth rate

Ks = half-saturation constant.

Frequently, the Monod equation is reduced to a second-order biodegradation

expression by assuming C <<Ks, in which case:

dC
‘z ‘kB2” B”C

(II-57)

where

‘B2 = second-order biodegradation rate constant
#max=—
Y l Ks

Although Monod kinetics accurately describe some laboratory results, they are

inapplicable in the environment due to the presence of other carbon sources. As a

simple alternative, first order kinetics are frequently applied:

dC
-E= ‘B”c

where

(II-58)

‘B = first-order biodegradation rate constant.
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This first-order expression is analagous to the equation commonly used for the

decay of BOD (see Chapter 4). Larson (1981) has shown that first-order kinetics

which include a lag phase (lag time) represent the degradation of growth substrates

reasonably well at initial bacterial concentration of 106 cells/ml or less, a

condition which is usually met in the environment.

2.5.1.2.2 Cometabolism

Microorganisms also degrade compounds which they cannot use as a nutrient

or growth substrate through cometabolism. Cometabolism is thought to occur when

enzymes of low specificity alter a compound to form products which the other enzymes

in the organism cannot utilize. The metabolizes formed in the process are structurally

similar to their parent molecules and frequently retain their toxicity. In some

cases, the product of cometabolism can be used as nutrients by other organisms, but

often these intermediate products accumulate (Alexander, 1980).

The kinetics of microbial cometabolism differ significantly from that of

growth metabolism. Often no lag occurs before cometabolism begins. The degradation

rates, though, are generally slower than the fully adapted rates of growth metabolism

(Tiedje, 1980). Since cometabolism does not provide the microbes with any energy, it

has no effect on the population size. The rate of cometabolism, however, is directly

proportional to the size of the microbial population. Paris et al . (1981) showed

that a second-order rate law described microbially catalyzed hydrolytic reactions:

dC
-x= ‘B2 “ B “ c

(II-59)

Since the bacterial population, B, is independent of the rate of cometabolism,

it is possible to reduce Equation II-59 to a first-order law by making the following

substitution:

‘B=kB2” B
( 11-60)

In order to use literature values of the second-order biodegradation rate

constant in Equation 11-60, it is necessary to make an estimate of the size of the

bacterial population. Since different techniques of bacterial enumeration can yield

results which vary over several orders of magnitude, it is important to use estimates

of B based on the same method used to calculate kB2. Table II-24 lists bacterial

densities which are typical of lakes and rivers. Obviously, large uncertainties in

environmental rates of cometabolism exist due to the wide range of possible bacterial

densities. Generally, the user should make conservative assumptions unless other

data, e.g., a high BOD, indicate larger bacterial densities.
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TABLE II-24

SIZE OF TYPICAL BACTERIAL POPULATIONS IN NATURAL WATERS

Water Body Type Bacterial Numbers (cells/ml) Ref.

Oligotrophic Lake

Mesotrophic Lake

Eutrophic Lake

Eutrophic Reservoir

Dystrophic Lake

Lake Surficial Sediments

40 Surface Waters

Stream Sediments

Rur River (winter)

50- 300

450- 1,400

2000-12,000

1000-58,000

400- 2,300

8X109 - 5x101O cells/g dry wt

500-1x106

107-108 cells/g

3x104

a

a

a

a

a

a

b

c

d

aWetzel (1975). Enumeration techniques unclear

bParis  et al . (1981). Bacterial enumeration using plate counts.

cHerbes & Schwall (1978). Bacterial enumeration using plate counts.

‘Larson et al . (1981). Bacterial enumeration using plate counts.

2.5.1.2.3 Summary

Table II-25 summarizes some of the major differences between growth metabolism
and cometabolism. Although the exceptions to the generalizations about each process

are numerous and some compounds can undergo both processes, the distinction between

the metabolic processes can serve a useful function in a screening method. The

generalizations about each process suggest the following approaches when the user has

some knowledge of a compound’s metabolic pathway:

Cometabolism

a) Find a second-order rate constant and estimate biomass density.

Apply Equations II-59, 60.

b) When a) is not possible, assume cometabolism is negligible, i.e.,

‘B = o.
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TABLE II-25
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Growth Metabolism

a) Find a first- or second-order rate constant.

b) Estimate a range of lag times. For chronically exposed water

bodies, assume that no lag time (tL) occurs. For water bodies

not recently exposed (within 200 days), proceed as follows:

1. Estimate lag time using available information. If no information

is available use a range of 2-20 days.

2. Assume adaptation occurs as follows:

Rivers -

Lakes -

Estuaries -

At travel times < tL, kB = O

At travel times~t ~,kB#O

For well mixed lakes, first determine C at time =

‘L’ CtL due to all processes except

biodegradation. Then using Ct, as Co solve

for Ct with a modified time, t;, (tm = t -

tL). (Use equations in Section 5.6.1)

For stratified lake use only the volume through

which the inflow passes (e.g., the hypolimnion

volume) in calculating the hydraulic residence time

(Tw). Then proceed as above.
Consider all processes except biodegradation

through that downstream segment for which Tw, as

measured from the injection point, becomes greater

than tL. Thereafter include biodegradation.

When no data on which metabolic pathway a compound follows are available, the

user should apply any available kinetic information and allow for the possibility of

a lag phase prior to the onset of degradation.

2.5.1.3 Chemical Properties Influencing Biodegradation

The chemical properties of a compound determine whether microbes can” potentially

utilize it as a growth substrate or not. Compounds which serve as bacterial growth

substrates usually decay more rapidly than those which microbes cometabolize. Thus,

significant differences in the aquatic fate of pollutants can arise depending on

which degradation process takes place.

Unfortunately, it is not possible at this time to predict whether a toxic

compound is a potential source of energy and carbon solely on the basis of its

chemical structure. Rather, the biodegradability of a compound is usually investi-

gated in laboratory tests (Gilbert and Lee, 1980). Compounds which are growth

substrates should be able to serve as sole carbon sources for a microbial community.

Compounds which cometabolize should degrade only in the presence of another carbon
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source. A systematic study of the metabolic pathways of the priority pollutants is

desperately needed.

Table II-26 contains the results of a preliminary degradation test on the

organic priority pollutants (Tabak et al ., 1981). Because the experimental conditions

were so favorable for biodegradation, the tests serve as a good indicator of a

compound’s potential biodegradability. Since the pollutants were not the sole carbon

sources, no conclusions can be reached about their metabolic pathways. Some informa-

tion on the rates of adaptation and decay, through, can be extracted from the results.

The adaptation summary results may be used as follows:

o Rapid Adaptation (D) - Use a range of adaptation times from zero days

upward depending upon conditions described above

l Gradual Adaptation (A) - Use a range of adaptation times from 7 days to

more than 20 depending upon the conditions described above.

The rate summary results represent estimates of the biodegradation rate constants

assuming the compounds decay according to first-order kinetics. General values

presented at the bottom of the table are gross estimates and should only be used if

no better data is available. The rate constants should represent an upper limit for

biodegradation rates by adapted populations observed in the environment.

Table II-27 contains literature values of biodegradation rate constants.

Where possible, the likely metabolic pattern has been indicated. Some of these

constants were measured under environmentally relevant conditions. In general,

rate constants should be compared with those in Table II-27 before use.

2.5.1.4 Environmental Influences on Biodegradation Rates

Environmental conditions strongly influence the metabolic activity of a microbial

population. The environment affects the types of metabolic reactions microbes are

able to carry out, the availability of nutrients for these reactions, and the rates

at which these reactions occur. The environmental variables which are responsible

for these effects are discussed in the following sections.

2.5.1.4.1 Temperature

In general, a molecule must have an energy greater than a threshold or activation

level in order for it to react chemically. Since increasing the temperature increases

the number of molecules which have this minimum energy, both biotic and abiotic

reactions generally proceed more rapidly at higher temperatures. However, because

enzymes catalyze most biochemical reactions and microbial populations can adapt to

changes in ambient temperatures, the temperature dependence of microbially mediated

reactions is complicated.
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TABLE II-26

POTENTIAL BIODEGRADABILITY OF ORGANIC POLLUTANTS
IN AN AEROBIC ENVIRONMENT
(After Tabak et al ., 1981)

Adaptation Rate Adaptation
Test Compound

Rate
Summary Summary Test Compound Summary Summary

Aldrin

Dieldrin

Chlordane

DDT p.p’

DDE p.p’

DDD p.p’

Endosul fan-alpha

Endosul fan-beta

Endosul fan sulfate

PCB-1016

PCB-1221

PCB-1232

PCB-1242

Chloroethanes
1,1-Dichloroethane

1,2-Dichloroethane

1,1,1-Trichloroethane

1,1,2-Trichloroethane

1,1,2,2-Tetrachloroethane

Hexachloroethane

Halomethanes
Methylene chloride

Bromochloromethane

Carbon tetrachloride

Chloroform

Dichlorobromomethane

Bromoform

Chlomdibromomethane

Trichlorofluoromethane

Bis-(2-chlomethyl) ether

2-Chloroethyl vinyl ether

4-Chlorodiphenyl ether

N

N

N

N

N

N

N

N

N

N

D

D

N

A

B

B

C

N

D

D

D

D

A

A

A

N

N

D

D

N

0

0

0

0

0

0

0

0

0

0

2

2

0

Pesticides

Endrin

Heptachlor

Heptachlor epoxide

Hexachlorocyclohexane
a-BHC-alpha
Hexachlorocyclohexane
t3-BHC-beta
Hexachlorocyclohexane
$-BHC-delta
Hexachlorocyclohexane
A -BHC-gamma (lindane)
Acrolein

PCB’s and Related Compounds

PCB-1248

PCB-1254

PCB-1260

2-Chloronaphthalene

Halogenated Aliphatic Hydrocarbons

Chloroethylenes
1 l,l-Dichloroethylene

1 1,2-Dichloroethylene-cis

1 1.2-Dichloroethylene-trans

1 Trichloroethylene

0 Tetrachloroethylene

2 Chloropropanes
1,2-Dichloropropane

2 Chloropropylenes
1,3-Dichloropropylene

2
Chlorobutadienes

2 Hexachloro-1,3-butadiene

2 Chloropentadienes
Hexachlorocyclopentadiene.

1

1

0

0

2

2

0

N

N

N

N

N

N

N

D

0

0

0

0

0

0

0

2

N 0

N 0

N 0

D 2

A

B

B

A

A

A

A

D

D

Halogenated Ethers

4- Bromodiphenyl ether N

Bis-(2-chloroethoxy) methane N

Bis-(2-chloroisopropyl) ether D

2

1

1

1

1

1

1

2

2

0

0

z
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TABLE II-26 (Continued)

Adaptation Rate
Test Compound

Adaptation
Summary Summary

Rate
Test Compound Summary Summary

Monocyclic Aromatics
Benzene

Chlorobenzene

1,2-Dichlorobenzene

1,3-Dichlorobenzene

1,4-Dichlorobenzene

1,2,4-Trichlorobenzene

Phenol

2-Chloro phenol

2,4-Dichloro phenol

2,4,6-Trichloro phenol

Pentachloro phenol

2,4 Dimethylphenol

Dimethyl phthalate

Diethyl phthalate

Di-n-butyl phthalate

Napthalene

Acenapthene

Acenaphthylene

Anthracene

Phenanthrene

Nitrosamines
N-Nitroso-di-N-

propylamine

N-Nitrosodiphenylamine

D

D

T

T

T

T

D

D

D

D

A

D

D

D

D

D

D

D

A

D

2

2

1

1

1

1

2

2

2

2

1

2

2

2

2

2

2

2

1

2

Phenolic Compounds

Phthalate Esters

Hexachlorobenzene

Nitrobenzene

Ethylbenzene

Toluene

2,4-Dinitrotoluene

2,6-Dinitrotoleune

p-Chloro-m-cresol

2-Nitro phenol

4-Nitro phenol

2,4-Dinitro phenol

4,6-Dinitro-o-cresol

Bis-(2-ethyl hexyl) phthalate

Di-n-octyl phthalate

Butyl benzyl phthalate

Polycyclic Aromatic Hydrocarbons

Fluorene

Fluoranthene

1,2-Benzanthracene

Pyrene

Chrysene

Nitroso Amines and Miscellaneous Compounds

Substituted benzenes
Isophorone

o
1,2-Diphenylhydrazine

2
Acrylonitrile

N

D

D

D

T

T

D

D

D

D

N

A

A

D

A

A*

N

D*

A*

D

T

D

0

2

2

2

1

1

2

2

2

2

0

1

1

2

1

2

0

2

1

2

1

2

Results of Tabak et al . (1981) using Bunch and Chambers screening test. Results reflect potential biodegradability under favorable
conditions. The test measures disappearance rather than mineralization of a compound. A domestic sewage innoculum was used. Test
duration = 28 days.
Key to Test Summary
N  Not significantly degraded under conditions of test method.
D
D*
A
A*
B
C
T

Significant degradation with rapid adaption; < 7 days.
Same as D except slower adaptation at higher pollutant concentration.
Significant degradation with gradual adaptation; 7-21 days.
Same as A except no degradation evident at higher pollutant concentration.
Slow degradation.
Very slow degradation with long adaption period required; > 28 days.
Significant degradation with gradual adaptation followed by readaption (toxicity).

Key to Rate Summary
Very crude estimates of first-order biodegradation rate constants may be made from the information given in Tabak et al .
0 No significant degradation rate
1 .05 day-l < k
2 >.5 day-!, ;,;s.:ajl”se “05 ‘ay-l

‘B
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TABLE II-27

BIODEGRADATION RATE CONSTANTS UNDER AEROBIC CONDITIONS

kR7 kB To Compound
Second Order First-Order ‘% Reference Used as a
Rate Constant Rate Constant Half-Life Temperature

Compound
Growth

(ml cell-l day-l) ( l/day) (days) (“c) Substrate? Experimental Conditions Ref

Pesticides
2,4-D Butoxyethyl ester

Malathion

Chlorpropham

Furadan

Atrazine

Polychlorinated Biphenyls
Aroclor 1221

Aroclor 1016

Aroclor 1242

Aroclor 1254

Halogenated Ethers
4-Chlorophenyl phenyl ether

Monocyclic Aromatics
Nitrobenzene

2-Chlorotoluene

Phenolic Compounds
Phenol

2,4-Dichlorophenol

Pentachlorophenol

2,4-Dimethylphenol

2,4-Dinitrophenol

2,4,6-Trinitrophenol

Phthalate Esters
Dimethyl

Di-ethyl

Di-n-butyl

Di-n-octyl

Di-(2-ethylhexyl

Butyl Benzyl

1.2x1O-5(3

1.1.10-6(3

6.2x10-’0(3

2.4x10-8

2.4x10-8

1.3.10-2(1

l.lxlo-~(’

6.2.10-’(1

2.4x10-5(1

2.4x10-5(4

,8(2

.2(2

.15(2

.1(2

3.8(4

,7(2

4.(2

6.(2

1.(2

.3

.5(2

.1(4

.1(2

1.(2

,.(2

.2(2

0

.12(1

7.7xlo-5(1

7.0X10-4(1

7.4,10-5(1

1.0%10”’

2.5x10-2(4

>.35(4

53

.9

3.5

4.5

7.

43-63

.2

1.

1.1X103

.2

.1

.7

2.3

1.4

6

7

.7

.7

3.5

5.6

1.0XI03

9.3X104

6.9x106

28

<2

20

20

20

?

?

?

?

?

?

?

?

20

.?

20

?

20

?

20

25

25

25

20

20

20

?

?

?

?

?

?

?

7 Natural surface water samples a

Natural surface water samples a

Natural surface water samples a

? b

? b

Acclimated activated sludge c

Acclimated activated sludge c

Acclimated activated sludge c

Acclimated activated sludge c

River water; Log = 5-13 days c

Activated sludge c

Adapted activated sludge; COD decay  d

Natural surface water sample e

Adapted activated sludge; COD decay d

Polluted river water c

Adapted activated sludge d

Soil suspension c

Adapted activated sludge; COO decay d

Natural lake waters c

Unadapted; Nutrient Broth f

Adapted; Nutrient Broth f

Adapted activated sludge d

Adapted activated sludge d

Activated sludge d

? g

? g

? g

? g

? g

River Water c

River Water c
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TABLE II-27 (Continued)

‘B 2 ‘B To Compound
Second-Order First-Order ‘x Reference Used as a
Rate Constant Rate Constant Half-Life Temperature Growth

Compound (ml/eel l/day) (l/day) (days) (“c) Substrate? Experimental Conditions Ref.

Polycyclic Aromatic Hydrocarbons
Naphthalene .14 5.0 12 Yes Contaminated stream sediments h

-4< 4.X1O I.7X103 12

Anthracene .0025 2.8x102 12

2.5x10-4 2.8XI03 12

1.5 .5 ?

Benz(a)anthracene 1.XIO-4 6.9x103 12

1.7X105 12

Benz(a)pyrene < 3X1O -5 large 12

large 12

Phenanthrene 3.8X1O-6 3.8x10-3(1 1.8X102 ?

Notes:

1) First-order rate constant computed using Equation II-60 and B = 10’ cells/ml.

2) First-order constant calculated from percent disappearance and elapsed time.

3) Bacterial enumeration using plate count technique.

4) First-order rate constant computed from reported half-life

Pristine stream sediments

Contaminated stream sediments

Pristine stream sediments

Contaminated stream

Contaminated stream sediments

Pristine stream sediments

Contaminated stream sediments

Pristine stream sediments

?

References:

a) Paris et al . (1981)

b) Schnoor (1981)

c) Callahan et al . (1979)

d) Pitter (1976)

e) Paris et al . (1980)

f) Kirsch and Etzel (1973)

g) Wolfe et al . (198O)

h) Herbes & Schwall (1978)

h

h

h

c

h

h

h

h

e
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It is common practice to represent the temperature dependence

using the following empirical formula:

kB(T) = kB(To) “ OB
(T-TO)

of biodegradation

(II-61)

where

kB(T) = specific biodegradation rate constant at temperature = T

kB(To) = specific biodegradation rate constant at temperature = To
T = ambient temperature, Oc

To = reference temperature, ‘c

eB = temperature coefficient for biodegradation.

The results of Larson et al . (1981) and Ward and Brock (1976) show that the

rates of nitrilotriacetate and hydrocarbon biodegradation increased approximately

two-fold over a ten degree temperature range (eB = 1.072). Either this value or

the standard value of 1.047 for BOD decay is adequate for screening purposes.

2.5.1.4.2 Nutrient Limitation

Microbes require nutrient such as nitrogen and phosphorus in order to metabolize

an organic substrates. Several researchers have suggested that inorganic nutrient

limitation is a significant factor influencing biodegradation rates in the aquatic

environment (Ward and Brock, 1976; Roubel and Atlas, 1978; Herbes and Schwall,

1978) . Ward and Brock (1976) found a high correlation between hydrocarbon degradation

rates and phosphorous concentrations in natural waters. The data fit a saturation

relationship of the Michaelis-Menten type:

where

(II-62)

kB(Cp) = specific biodegradation rate constant at dissolved
inorganic phosphorus concentration, C

P
c = dissolved inorganic phosphorus concentration, wg/1

k~(Cp*) = non-nutrient limited biodegradation rate constant.

This relationship should serve as a good indicator of possible phosphorus
limitation of biodegradation in the environment. Generally surface waters downstream

of domestic sewage treatment plants are not limited in either nitrogen or phosphorus.

Equation II-62 should be applied only when other nutrients such as carbon and nitrogen

are not limiting.
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2.5.1.4.3 Sorption of Substrates

Many organic pollutants adsorb strongly on sediments, (See Section 2.3.2.

The difference in the physical and chemical environments between sorbed and dissolved

pollutants is likely to influence their availability to microbial organisms. Baughman

et al . (1980) showed that the dissolved fraction of the compounds studied was avail-

able to biota for degradation while the sorbed fraction was not. In such cases, the

rate of disappearance of the pollutant is:

dCT

dt— = ‘B” CW = ‘W
. kB . CT (II-63)

where

Cw = the pollutant concentration in the aqueous phase

‘w = the decimal fraction of the total analytical pollutant concentra-

tion which is in the aqueous phase (aw = 1 - fraction sorbed).

It is well known, however, that bacteria grow very readily on surfaces and that

increasing available surface area in the form of clays and sediments can increase

rates of microbial metabolism. If specific information regarding the effects of

sorption on the rates of biodegradation are not available for a compound, it is best

to assume that sorption does not change this rate.

2.5.1.4.4 Solubility

Wodzinski and Bertalini (1972) have shown that in the dissolved state, naphthalene

and biphenyl were degradable while in the pure crystalline state they were not.

Thus, sparingly soluble compounds could degrade slowly for this reason alone. The

extent to which this phenomenon applies to other biodegradation reactions has not

been established.

2.5.1.4.5 pH

The hydrogen

bacterial species

values, different

The user may assume that only dissolved chemicals are degraded.

ion concentration also influences rates of biodegradation. Each

has a pH range for which it is best suited. Thus, at different pH

species may exist, or a given species may metabolize the pollutant

at a different rate. Hambrick et al . (1980) found that the mineralization rate of

naphthalene in oxidizing sediments varied in the proportions 1:6:5 at pH 5, 6.5, and

8. The same study found that the mineralization rates of octadecane varied in the

proportions 4:5:7 at the same three pH’s. Until more general rules for predicting pH

effects are available, the user should assume biodegradation rates are independent of

pH in the pH range 5-9 and decrease outside this range.

2.5.1.4.6 Anoxic Conditions

As the concentration of dissolved oxygen in natural water is depleted, metabolic

pathways shift. When the dissolved oxygen concentration drops to about 1 mg/l, the

rate of biodegradation becomes dependent on oxygen concentration in addition to
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substrate concentration and the rate of degradation starts to decrease. At a dis-

solved oxygen concentration of about 0.5 to 1.0 mg/l nitrate begins to substitute for

molecular oxygen as an oxidant.

When oxygen is depleted, anaerobic metabolism prevails with its generally

lower energy yields and growth rates. Most organic substances are biodegraded

more slowly under anaerobic conditions. Rate constants derived for oxygenated
systems are no longer appropriate; their use may overpredict the amount of

degradation.

Exceptions do exist to the rule of slower degradation under anoxic conditions.

Reactions such as dehydrochlorinations and reductive dechlorination lead to much

higher degradation rates for many chlorinated hydrocarbons. Example compounds

include lindane, heptachlor, pentachlorophenol, and some one and two carbon

chlorinated alkanes.

- — - — - — - — - — - — - — - — - — - EXAMPLE II-6 - - — - — - — - — - — - — - — - — - — - — - — -

Biodegradability of Naphthalene

Evaluate the biodegradability of naphthalene discharged into the Lepidoptera

River by a point source just upstream from Northville’s sewage treatment plant.
Assume the following water quality parameters at the upstream discharge:

Temperature = 10”C

Suspended sediment = 10 mg/l

Inorganic phosphorus = 5~g/1

Dissolved oxygen = 5 mg/1.

First, check the potential biodegradability of naphthalene in Table II-26,

The table indicates that naphthalene degrades rapidly, kB = .5 day-l, and

that bacteria adapt quickly to it.

Next, examine Table II-27 for further information on naphthalene’s biodegrada-

bility. Naphthalene is a potential growth substrate. In addition, the data in

this table concur with the rapid degradation rates suggested by Table II-26. In

sediment, which had been previously exposed to naphthalene, a biodegradation rate

constant of 0.14 day-l was measured. As one would expect for a growth sub-

strate, degradation rates are much lower, e.g., kB < 4 x 10-4day-1, in sites

not previously exposed to naphthalene.

Since naphthalene is a growth substrate, estimating the adaptation time

in the Lepidoptera River is a primary issue. Because the point source continuously

discharges naphthalene into the Lepidoptera River, it is safe to assume that the

bacterial populations have adapted.

In a complete analysis, the user would check whether the oxygen is depleted
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from the river. If so, degradation could be neglected until dissolved oxygen

levels exceed 1.0 mg/l again.
Sorption by suspended sediment could potentially reduce the rate at which

naphthalene biodegrades. Table II-9 gives a Kow for naphthalene of 2,300.

Using Equations 11-16 and 11-18 and assuming a suspended sediment organic carbon

content of 2 percent, the partition coefficient is:

K
P

= (.02) (.63) (2,300)

= 29

At the suspended sediment levels in the Lepidoptera River 10mg/l, Table 11-16

shows that sorption will not significantly reduce water column concentrations of

naphthalene. Although phosphorus levels are low, assume carbon is the growth-

limiting substrate.

Finally, the degradation rate is adjusted to the river water temperature

using Equation 11-61:

‘B = 0.14 “ ~*072(m-12)

= 0.12 day-l

- - — - — - — - — - — - — - — - — - - END OF EXAMPLE II-6 - — - — - — - — - — - — - — - — - — - —

2.5.2 Photolysis

2.5.2.1 Introduction

The sun provides the aquatic environment with a large supply of energy. Substances
which absorb sunlight transform much of its radiant energy into thermal energy. But,

molecules which absorb sunlight in the ultraviolet and visible portion of the spectrum

may gain sufficient energy to initiate a chemical reaction. Plants use very specific

photochemical reactions to provide energy for the synthesis of sugar from carbon

dioxide. In other photochemical reactions, the absorption of light leads to the

decomposition of a molecule. The latter type of reaction, known as photolysis,

strongly influences the fate of certain pollutants in the aquatic environment.

Photolysis is truly a pollutant decay process since it irreversibly alters the

reacting molecule. However, the products of the photochemical decomposition of a

toxic compound may still be toxic. For example, irradiated 2,4-D esters form 2,4-D

acid, a priority pollutant, in aerated waters (Zepp et al ., 1975). Upon irradiation,

DDT reacts to form DDE, which persists in the environment longer than DDT (Tinsley,

1979) . Thus, even though the methods in this section assume that pollutants irrevers-

ibly decay through photolysis, the planner should remember that the decomposition of

a pollutant does not imply the detoxification of the environment.

The rate at which a pollutant photolyzes depends on numerous chemical and

environmental factors. The light absorption properties and reactivity of a compound,
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the light transmission characteristics of natural waters, and the intensity of solar

radiation are some of the most important factors influencing environmental photolysis.

These factors will be covered by the following discussion. Understanding these

factors facilitates the computation of rate constants and the identification of

pollutants likely to photolyze - the final two topics of this section.

2.5.2.2 Factors Influencing Photolysis in the Aquatic Environment

2.5.2.2.1 Photochemical Reactions

All chemical reactions which occur at finite rates require the reacting molecule

to gain sufficient energy to become “activated” or form a reactive intermediate. In

dark or thermal reactions, the thermal energy of the environment supplies the activa-

tion energy. In photochemical reactions, the absorption of light provides the

activation energy.

The “activated” molecules in photochemical reactions differ in important

respects from those of thermal reactions. Thermally activated molecules usually

remain in the normal or “ground” electronic energy state, whereas photochemically

activated molecules exist in higher, “excited” electronic states. Because of the

excess energy and the alteration of the chemical bonds of photoactivated molecules,

the range of potential reaction products is much greater than that for thermally

activated molecules.

The mechanism by which photoactivated molecules form and react is divided

into three steps: 1) the absorption of light to produce an electronically excited

molecule, 2) the “primary photochemical processes” which transform or de-excite the

excited molecule, and 3) the secondary or “dark” thermal reactions which the inter-

mediates produced in step 2 undergo (Turro, 1978).

The mechanism of photochemical reactions provides a convenient structure for

a discussion of the factors which influence photolysis in the aquatic environment.

Environmental factors affecting the absorption of light, step 1, will be considered

first. Then, the factors influencing the fate of molecules which become excited by

the absorption of light, steps 2 and 3, are discussed.

2.5.2.2.2 Light Absorption

“Only that light which is absorbed by a system can produce

chemical changes (Grotthaus-Draper Law).”

(Glasstone, 1946)

As this “first law of photochemistry” implies, it is necessary to know the rate

at which reacting molecules absorb light in order to determine the rate of a photo-
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chemical reaction in the environment. The following factors which influence light

absorption in the aquatic environment are discussed here: 1) molecular absorption of

light, 2) solar radiation, and 3) light attenuation in natural waters.

2.5.2.2.2.1 Molecular Absorption of Light

Both light and molecules have quantized energies. Light interacts with matter

as quanta with energies inversely proportional to their wavelengths. A molecule has

quantized internal energy states associated with the configuration of its electrons

and the rotation and vibration of its chemical bonds. Since a molecule can absorb

light only as a whole photon, light absorption is possible only if the energy of the

photon corresponds to the energy change of an allowed transition between the molecule’s

internal energy states. Consequently, the probability of a photon being absorbed

varies strongly with wavelength of the light in a way that is unique to every chemi-

cal species.

To initiate a chemical reaction, the absorbed light must be sufficiently

energetic to cause a change in the absorbing molecule’s electronic structure.

Generally, radiation with wavelengths in the ultraviolet-visible range, or shorter,

has sufficient energy to initiate photochemical reactions while radiation with

wavelengths in the infrared range, or longer, does not. Thus, the ultraviolet-visible

light absorption properties of a chemical are of primary interest in photochemistry.

Photochemical reactions in the aquatic environment depend on the rate at which

molecules in aqueous solution absorb light. According to Beer’s Law, the rate of

light absorption by a single compound (Ia) in a cross-section of solution with

infinitesimal thickness (Az) is proportional to the concentration of the light

absorbing specie (C), i.e.,

(II-64)Is(z) = I(z) “ 2.3 “ c “ C “ AZ

where

I(z) = intensity of the light at a depth z in the solution
& = base 10 molar extinction coefficient.

L& reflects the probability of the light being absorbed by the dissolved molecules and

therefore varies with the wavelength of the incident light as shown in Figure 11-11.

Absorption spectra, such as shown here, contain information necessary to compute the

rate at which pollutants absorb radiation available in the environment.

2.5.2.2.2.2 Solar Radiation

The only radiant energy available for absorption by pollutants in the aquatic

environment comes from the sun. The sun emits radiation of nearly constant intensity

-97-



FIGURE II-11 ULTRAVIOLET ABSORPTION SPECTRUM OF NAPHTHACENE

and spectral distribution. But, gases and particles in the earth’s atmosphere alter

the incoming solar radiation through scattering and absorption. Scattering of the

direct solar beam creates the diffuse or sky radiation visible at the earth’s surface.

Absorption of both diffuse and direct radiation reduces the intensity of solar

radiation reaching the earth. Since the strength of absorption and scattering

depends strongly on the wavelength of the light involved, the interaction of sunlight

with the atmosphere alters the spectral distribution of solar radiation as well, as

Figure 11-12 shows.

The composition of the earth’s atmosphere and the geometrical relationship of

the sun and earth change over time causing the solar radiation incident upon the

earth’s surface to vary as well. A comparison of the total solar irradiance under

clear skies at various times, seasons, and latitudes (Table II-28) to the extra-
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FIGURE II-12 SPECTRAL DISTRIBUTION OF Solar Energy
(A) OUTSIDE THE EARTH’S ATMOSPHERE, AND
(B) AT THE EARTH’S SURFACE

atmospheric solar flux of 2800 langleys/day demonstrates the effects of changes in
earth-sun geometry. The composition of the atmosphere differs greatly from place to

place and, of the factors influencing the total solar flux, is the most difficult to

accurately quantify. Historical records of the solar radiation, such as shown in

Figure 11-13, are the best way to estimate the mean solar energy flux at a given

locale. However, care should be taken to account for the influence of riparian

vegetation on incoming radiation. Section 4.4.3 discusses how to approximate the

effects of shading.

Information concerning the variability of the spectral distribution of solar

energy incident upon the earth’s surface is not as readily available. It is known
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TABLE II-28

CALCULATED SOLAR RADIANT ENERGY FLUX TO A HORIZONTAL SURFACE UNDER A CLEAR SKY
(langleys/day)

Time Season Annual
Latitude Of Day Spring Summer Fall Winter Mea n

30°N Meanl z 680 750
Mid-Day 2100 2200

40°N Mean 650 740
Mid-Day 1900 2100

50”N Mean 590 710
Mid-Day 1700 1900

1 Mean values represent calculated seasonal means
should represent upper limits for solar radiant
Reference: Weast and Astle (1980).

530 440 600
1700 1400 1900

440 320 540
1400 1000 1600

330 190 460
1000 650 1300

under a clear sky. These
energy at sea level.

2 Mid-Day values represent mid-day flux extended over a 24-hour period. These
assume an atmospheric turbidity of O, precipitable water content of 2 cm,
and an atmospheric ozone content of .34 cm NTP. Reference: Robinson (1966).

that the fraction of the solar energy in the ultraviolet region decreases with

increased attenuation of light by the atmosphere. The fraction of the energy which

is visible remains relatively constant. For the purpose of this document, it is

sufficiently accurate to assume that the reduction in UV-visible radiation is propor-

tional to the reduction in the total flux.

2.5.2.2.2.3 Light Attenuation in Natural Waters

Just as the earth’s atmosphere reduces the intensity of solar radiation reaching

the earth’s surface, natural waters reduce the intensity of radiation available for

absorption by aquatic pollutants. The first process which reduces the availability

of light in the water column is reflection. In most cases, the surface of the water

reflects less than 10 percent of solar radiation (Zepp and Cline, 1977). Reflection

also alters the solar spectrum slightly. A calculated spectral distribution of solar

radiation, expressed in photons, immediately below the surface of a water body is

presented in Table II-29.
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Figure II-13
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TABLE II-29

CALCULATED SOLAR IRRADIANCE IN A WATER BODY JUST BENEATH
THE SURFACE, ANNUAL MEAN AT 40”N

a

Wavelengthb
w(fi~ton  Spectral Irradiance

W?(l)d

(nm) (10” photons cfi’ se~’nfi’) (1014 photons cfi’ set’)

300
310
320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500
510
520
550
600
650
700
750
800

.00303

.0388

.113

.181

.211

.226

.241

.268

.294

.366

.526

.692

.712

.688

.814

.917

.927

.959

.983

.930

.949

.962
1.00
1.04
1.07
1.08
1.07
1.03
.988

.0303

.388
1.13
1.81
2.11
2.26
2.41
2.68
2.94
3.66
5.26
6.92
7.12
6.88
8.14
9.17
9.27
9.59
9.83
9.30
9.49
9.62

10.0
52.0
53.5
54.0
53.6
51.5
49.4

aEstimated reference solar flux, 10 = 540 langleys/day. Do = 1.0

bCentric wavelength of waveband X nm in width,
for 300<A~ 520, X=1O nm. For Az550, X=50 nm

cMean irradiance over wavelength interval of width X.

‘Integrated  irradiance over wavelength interval of width X.
W’(A)=W( A)”AA=W(A).X.

Reference: Burns et al . (1981).
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As solar radiation penetrates deeper into natural waters, it is absorbed

and scattered by particulate, dissolved substances, and water itself. Measure-

ments of light attenuation in natural waters have been based on the decrease of

solar irradiance, which includes both collimated and scattered light. Lambert’s

Law expresses the decrease

upon an element of surface

in the irradiance, I(z), i.e., the total flux incident

divided by its area, with depth z, as follows:

dI(z) SK . ~(z)-—
dz

(II-65)

where

K = diffuse light attenuation coefficient.

The diffuse attenuation coefficient can be expressed as a sum of terms account-

1976):
ing for absorption, a, and backward scattering of light, Sb (Smith and Tyler,

K = Da + Sb (II-66)

where

D = radiance distribution function.

Usually, sb is small compared to the absorption term. The absorption term

constitutes part of the beam attenuation coefficient, ~, which can be measured

in a spectrophotometer:

a= a+ s + s
bf

(II-67)

where

‘f = the forward scattering coefficient of the solution.
The inclusion of the distribution function, D, in Equation (II-66) accounts for

the difference in mean light pathlength of collimated and diffuse light. Perfectly

diffuse light has a mean path through an element of water which is twice as long as

that of a beam of light. The distribution function, generally increases asymptotic-

ally with depth due to the increasing fraction of the total light which is scattered.

In water bodies where scattering can be ignored, D has a value of 1.2. Miller and

Zepp (1979) reported that the mean value of D for six sediment laden waters was 1.6.

The diffuse light attenuation coefficient of natural waters differs greatly due

to variations in the types and amounts of particles and dissolved substances in the

water. Miller and Zepp (1979), Zepp and Schlotzhauer (1981), and Smith and Baker
(1978) have investigated the contributions of suspended sediments, dissolved organic

carbon, and chlorophyll pigments to the light attenuation coefficient. By using

Equation (II-66) to integrate the results of these investigations, and assuming
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backscattering to be negligible, Burns et al .

sion to estimate the diffuse light attenuation

K=D”
[
a+(a .chl~)+(a o
w a Doc

where

aw = absorptivity of water

(1981) derived the following expres-

coefficient:

DOC) + (a “ Ss)
1

(II-68)
Ss

a a = absorptivity of chlorophyll-a pigment
chl a = concentration of chlorophyll-a pigment—

aDOC = absorptivity of dissolved organic carbon
DOC = concentration of dissolved organic carbon

a = absorptivity of suspended sediments

Szs = concentration of suspended sediments.

Each absorptivity term varies with the wavelength of light, as shown in Table II-30.

Diffuse light attenuation coefficients can also be estimated using turbidity

indicators such as Secchi disc depth. Empirical studies have shown that the diffuse

light attenuation coefficient is inversely proportional to the Secchi disc depth,

z“sd’

K=~
z

(II-69)
sd

The proportionality constant, R, has a value between 1.44 and 1.7 for visible

light, i.e. 400-800 nm. In the middle ultraviolet portion of the spectrum, i.e. near

312 nm, R has a value of 9.15 (Zepp, 1980).

2.5.2.2.3 Fate of Excited Molecules

“Each molecule taking part in a chemical reaction which is a

direct result of the absorption of light takes up one quantum of

radiation (Stark-Einstein Law).” (Glasstone, 1946)

According to this “second law of photochemistry”, the extent to which a photo-

chemical reaction progresses depends on the number of quanta of light absorbed. Each

absorbed photon produces an electronically excited molecule which can undergo numerous

processes, including reaction. Factors which influence the fraction of excited
molecules which undergo reaction, called the quantum yield, comes first in the

following discussion of the fate of excited molecules. Then, the two major classes

of environmental photolysis reactions, direct and sensitized, are discussed.

2.5.2.2.3.1 The Quantum Yield

Although all photochemical reactions are initiated by the

photon, not every absorbed photon induces a chemical reaction.
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TABLE 11-30

CONTRIBUTIONS TO LIGHT ATTENUATION COEFFICIENT

Waveband a a aa b d
Center aDOCc ass
(rim) (;-l, [(mg/l )-’ m-’] [(mg/l )-’ m--’] [(mg/l )-’ m-’]

300
310
320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500
510
520
550
600
650
700
750
800

.141

.105

.0844

.0678

.0561

.0463

.0379

.0300

.0220

.0191

.0171

.0162

.0153

.0144

.0145

.0145

.0156

.0156

.0176

.0196

.0257

.0357

.0477

.0638

.244

.349

.650
2.47
2.07

69. *
67. *
63. *
61.*
58.*
5 5 .
5 5 .
5 1 .
4 6 .
4 2 .
4 1 .
39.
38.
35.
32.
31.
28.
26.
24.
22.
20.
18.
16.
10.
6.
8.
3.
2.
0.

6.25
5.41
4.68
4.05
3.50
3.03
2.62
2.26
1.96
1.69
1.47
1.27
1.10
0.949
0.821
0.710
0.614
0.531
0.460
0.398
0.344
0.297
0.257
0.167
0.081

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

.35

~Source: Smith and Baker (1981)
Source: Smith and Baker (1978) Calculated using aa = K2/D,
D = 1.2

Csource:
‘Source:

Zepp and Schlotzhauer (1981)
Miller and Zepp (1979). Calculated using ass = Ks/D.

*
Denotes extrapolated values. —_—-.
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reactions, possible processes which excited molecules may undergo include the reemis-

ion of light through fluorescence and phosphorescence, the internal conversion of

the photons’ energy into heat, and the excitation of other molecules, as shown in

Figure 11-14. The fraction of absorbed photons which cause the desired reaction(s)

is termed the quantum yield, @

moles of a given species formed or destroyed
$= (II-70)

moles of photons absorbed by the system

The quantum yields for photochemical reactions in the solution phase exhibit two

properties which greatly simplify their use:

l The quantum yield is less than or equal to one

o The quantum yield is independent of the wavelength of the absorbed

photons.

Although exceptions to these rules exist, they are rare for photochemical

reactions in the aquatic environment.

Environmental conditions influence photolysis quantum yields. Molecular oxygen

acts as a quenching agent (see Figure 11-14) in some photochemical reactions, reduc-

ing the quantum yields (Wolfe et al ., 1978). In other cases, it has no effect or may

even be a reactant. In any case, rate constant and quantum yield measurements should

be performed in water with oxygen concentrations representative of environmental

conditions.

Suspended sediments also influence rates of photolysis. Not only do suspended

sediments increase light attenuation, but they change the reactivity of compounds

sorbed on them (Miller and Zepp, 1979). Sorption may either increase or decrease a

compound’s reactivity depending on the reaction it undergoes. This effect, however,

is of secondary importance in comparison to the increase in light attenuation by the

suspended sediments (Burns et al ., 1981). Thus, the effects of sorption will be

neglected.

Chemical speciation also affects rates of photolysis. Different forms of an

organic acid or base may have different quantum yields, as well as absorptivities,

causing the apparent photolysis rate of the compound to vary with pH. The possibility

of this should be kept in mind when the pKa of a photolyzing compound is 7 ~ 2.

Except where stated otherwise, data contained herein may be assumed independent of pH

over the range of values observed in natural waters.

Photochemically initiated reactions may show a temperature effect depending upon

the actual mechanisms involved. General methods for predicting this effect have yet

to be developed. Users of this screening manual should assume thermal effects on

photolysis to be negligible.

Quantum yields vary over several orders of magnitude depending on the nature of
the molecule which absorbs light and the reactions It undergoes. The two major
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FIGURE II-14 PHOTOCHEMICAL PATHWAYS OF AN EXCITED
MOLECULE, EXCITED MOLECULES DO NOT
ALWAYS CHEMICALLY REACT.

classes of photochemical reactions of interest in the aquatic environment are direct

and sensitized photolysis. A closer examination of each reaction type follows.

2.5.2.2.3.2 Direct Photolysis

Direct photolysis occurs when the reacting molecule itself directly absorbs

light. The excited molecule can undergo various types of reactions, including

fragmentation, reduction, oxidation, hydrolysis, acid-base reaction, addition,

substitution, isomerization, polymerization, etc. Figure 11-15 shows examples of the

reactions undergone by three toxic substances which directly photolyze.

The quantum yield for the direct photolysis, +d, of a compound is a constant

defined as follows:

/

-dC
$d’~ Iad

where

(II-71)

C = concentration of the compound

I
ad = rate at which the compound absorbs light.

Table 11-31 lists several disappearance quantum yields for direct photolysis of
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FIGURE 11-15 DIRECT PHOTOCHEMICAL REACTIONS of (A) 2,4-D ESTER,
(B) BENZ(A)ANTHRACENE, AND (c) PENTACHLOROPHENOL,

aquatic pollutants.

By comparing molecular absorption spectra with the spectral distribution

of sunlight, it is possible to determine whether or not a compound may directly

photolyze. Benzene, as shown in Figure II-16a, does not directly photolyze because

it does not absorb light above 275 nm. Naphthacene, shown in Figure II-16b, does

directly photolyze because of its strong absorptivity in the sunlight region of the

spectrum. Humic acids, Figure II-16c, by virtue of their absorption of sunlight may

initiate indirect, or sensitized, photochemical reactions.
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TABLE 11-31

DISAPPEARANCE QUANTUM YIELDS, @d FOR DIRECT PHOTOLYSIS

Compound @d

Polycyclic Aromatic Hydrocarbons

Reference

Naphthalene

l-Methylnaphthalene

2-Methylnaphthalene

Phenanthrene

Anthracene

9-Methylanthracene

9,10-Dimethylanthracene

Pyrene

Fluoranthrene

Chrysene

Naphthacene

Benz(a)anthracene

Benz(a)pyrene

2,4-D Esters

Butoxyethyl ester

Methyl ester

Carbaryl

N-Nitrosoatrazine

Trifluralin

DMDE

aZepp and Schlotzhauer (1979)

bZepp et al . (1975)

.015

.018

.0053

.010

.0030

.0075

.0040

.0021

(313 nm) .00012

(366 nm) .000002

.0028

.013

.0033

.00089

.056

.031

.0055

.30

.0020

.30

cWolfe et al . (1978)

‘Zepp and Cline (1977)

a

a

a

a

a

a

a

a

a

a

a

a

a

a

b

b

c

d

d

d
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FIGURE 11-16

COMPARISON OF SOLAR IRRADIANCE
WITH THE ABSORPTION SPECTRA OF
(A) A COMPOUND WHICH DOES NOT
DIRECTLY PHOTOLYZE, (B) A
COMPOUND WHICH DOES DIRECTLY
PHOTOLYZE, AND (C) A SUBSTANCE

WHICH INITIATES INDIRECT
PHOTOCHEMICAL REACTIONS

References: Sunlight spectrum, Burns et al . (1981); Benzene and naphthacene
spectra, U.V. Atlas of Organic Compounds; Humic acid spectrum,
Schnitzer (1971).

-110-



2.5.2.2.3.3 Sensitized Photolysis

Sunlight can cause the degradation of aquatic pollutants by means other than

direct photolysis. A light-absorbing molecule can transfer its excess energy to an

acceptor molecule causing the acceptor to react as if it had absorbed the radiant

energy directly. This reaction mechanism, known as photosensitization, contributes

to the degradation of aquatic pollutants when suitable light absorbing substances, or

photosensitizers, are present. 2,5-Dimethylfuran is an example of a compound which

degrades by sensitized photolysis. It does not react when exposed to sunlight in

distilled water but degrades rapidly in waters containing natural humic acids (Zepp

et al . 1981a).

Numerous substances, including humic acids, titanium dioxide, and synthetic

organic compounds, can sensitize photochemical reactions. But, most potential

sensitizers occur at such low environmental concentrations that they have negligible

effects on photolysis rates. Humic acids, the naturally occurring by-products of

plant matter decay, frequently attain concentrations of 1-10mg as carbon per liter

in natural systems. Humic acids strongly absorb sunlight with wavelengths shorter

than 500 nm, as the absorption coefficients for dissolved organic carbon, aDoC,

in Table II-27, indicate.

The quantum yield for photosensitized reactions, +~, is defined in a

manner similar to the quantum yield for direct photolysis:

/

-dC
0s ‘= Ias (II-72)

where

c = concentration of the pollutant

I as = rate of light absorption by the sensitizing molecule.

The quantum yield for sensitized photolysis, however, is not constant but depends on

the pollutant concentration, such that:

$s =Q;C (II-73)

where

Qs = a constant.

This is due to the fact that the probability of the sensitized molecule donat-

ing its energy to a pollutant molecule is proportional to the concentration of

the pollutant molecule. Published values of Q are very rare. Zepp et al . (1981b)

report a Q of 19 (mol/l)-l for the photosensitized oxidation of 2,5-dimethylfuran.
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2.5.2.2.4 Preliminary Screening of Direct Photolysis

As the preceding discussion indicates, a number of environmental parameters

influence photolysis. The following sections show that the procedure for calculating

the photolysis rate can be quite involved. Therefore, a preliminary screening which

attempts to determine whether photolysis rates are likely to be significant or

insignificant (without actually calculating the rate itself) is useful.

Ifc= O (i.e. if the molecule does not absorb solar radiation) for 290 <A<700

nm, then direct photolysis does not occur. References which show cversusk relation-

ships include Luman et al . (1982), Sadtler (undated), and Schnitzer (1971). Numerous

other references contain L* values (i.e. the wavelength of maximum absorption.) If A*
<~270 nm or k* >~730 nm, then direct photolysis is probably unimportant. Refer-

ences which contain L* values (in addition to Table II-32 of this document) include

Lyman et al . (1982), Friedel and Orchin (1951), Hershenson (1966) and Kamlet (1960).

The Kamlet reference is a series of 20 volumes from 1960 to present and contains X*

values for many thousands of organics.

It should be recognized that small @d or small Emax are not good indi-

cators of the importance of photolysis. For example, consider the tabulations

below:

~d (benzo[a]pyrene) = 0.00089 at A= 313 nm

but

Cmax = 13,000; A= 347 nm

Cmax = 24,000; k= 364 nm

Cmax = 29,000; A= 384 nm

and

kdo (near surface photolysis rate) = 17./day
The quantum yield for benzo[a]pyrene is small (0.00089) considering that quantum

yields can be as high as 1.0. However, the near surface photolysis rate (i.e. the

photolysis rate in a very thin layer of clear water) is 17./day, a very large rate.

This result is caused by the high extinction coefficients for benzo[a]pyrene, and it

is evident that photolysis can be important for this compound.

Now consider the case of small Cmx

For naphthalene:

cmax = 250 at A= 311 nm
but

*d = 0.015
and

‘do = 0.2/day
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For the small cmax (250), the near surface photolysis rate is 0.2/day. While

this is not an extremely large rate, it may also not be negligible either, depending on

the particular environmental condition.

Certain categories or groups of chemicals are likely to be poor absorbers of

sunlight. A number of these groups are shown below:

Group Examples

alcohols R-OH: ethyl alcohol

ethers R-O-R': diphenyl ether

amines R-NH2(primary): methylamine

nitriles R-CN: hydrogen cyanide
(cyanides)

For these groups, photolysis is likely to be unimportant. Other groups, however, do

tend to absorb sunlight. Figure 11-17 shows a number of these groups.

A final preliminary screening is to compare an estimated upper limit photolysis

rate (e.g., using+d = 1) against other first-order rates which have already

been calculated. If these rates are high enough, the photolysis rate, even under

optimal light-absorbing conditions, may be relatively small and therefore negligible.

For example, an upper limit photolysis rate which is calculated to be 20 percent as

large as

2.5.2.3

The

a hydrolysis rate is relatively insignificant.

Computing Environmental Photolysis Rates

overall rate at which a pollutant photolyzes in the aquatic environment is

the sum of the rates of direct and sensitized photochemical reactions. At the low

pollutant concentrations observed in the environment, the rates of both direct and

sensitized photolysis are proportional to the concentration of the pollutant. Thus,

photolysis follows a first-order rate law:

(II-74)

where
-1

‘P = overall photolysis rate constant, day
= kd + ks

-1
‘d = direct photolysis rate constant, day

ks = -1sensitized photolysis rate constant, day .

Due to the complexity of the units for the parameters in the photolysis section, it

is essential that the user employ the specified units in each equation. All resulting

first-order photolysis rate constants have units of day-l.
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FIGURE II-17 CHROMOPHROIC GROUPS WHICH ABSORB SUNLIGHT

The determination of rate constants for direct and sensitized photolysis

is the subject of the remainder of this section. Section 2.5.2.3.1 includes a

derivation of the equations for kd and ks. Sections 2.5.2.3.2 and 2.5.2.3.3

describe how to calculate these constants on the basis of near surface rate constants

or molecular absorption spectra.

2.5.2.3.1 Derivation of Rate Constant Equations

2.5.2.3.1.1 Direct Photolysis

Figure II-18 shows the major processes which influence direct photolysis of

pollutants in natural waters and indicates data requirements. This figure can be

translated into mathematics as follows:

Light absorption within a small wavelength bandAA:

Light absorption in a water body of depth Z:

- KZ
l-e CAWAAA

Kz
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FIGURE II-18 MAJOR PROCESSES WHICH INFLUENCE PHOTOLYSIS
OF POLLUTANTS IN NATURAL WATERS
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Photolysis rate for wavelength band~:

l-e-Kz ~
$AEAWA ~z

The equation for direct photolysis becomes:

where

Z =

‘1 =

k. =

j =

D =

W =

K =

mixed depth of water body, m

700 nm

300 nm

conversion factor = 1.43 x 10-16 3mole=cm l sec”l -1 -1. day
base 10 molar extinction coefficient of pollutant, 1 mol-lcm-l

concentration of pollutant, mol/l

radiance distribution function
-1 -1photon irradiance near the surface, photons cm-2sec nm

diffuse light attenuation coefficient of the water, m-1

Equation II-75 can be written in summation notation as:

700 l-e-Kz ~
‘d =2.3j+D ~ CAWA-

A=290 KZ

(II-75)

(II-76)

Equation (II-75) incorporates the assumption that C, K, and D are independent of

depth.

2.5.2.3.1.2 Sensitized Photolysis

The rate at which a compound decays through sensitized photolysis is propor-

tional to the rate at which sensitizing molecules absorb light. The rate at which

sensitizers absorb light in the aquatic environment is:

z

H

al
I ; j-as (A) l C~ (z)” D(z) =W(A)=e ‘K(A)Z dAdz (II-77)
as=–

0 A.

where

1 = rate of light absorption by sensitizers, einstein 1 -‘ day -1
as

a = base e absorption coefficient of the sensitizer, e.g.,s
1 mg-DOC-lcm-l

Cs = concentration of sensitizer, e.g., mg-DOC/l.
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The rate constant for sensitized photolysis of a compound, ks, is then:

ks

Equation II-78a includes

of depth and that Qs is

‘1

-r
1 - e-K Z

j=C~ l D l Q~o as”M” l di (II-78a)
K*Z

a.

the assumptions that Cs, K, and D are independent

independent of wavelength.
In terms of summation notation, this equation becomes:

ks = j“Qs”D”c,” ~ as.wl . l-[-~”z.
i

(II-78b)

2.5.2.3.2 Use of Near Surface Rate Constants

Experimental data for direct photolysis are generally reported as near surface

rate constants, as in Table II-32. Near the surface of a water body (K*z <0.2), the

mean irradiance is approximately equal to the surface irradiance. This fact permits
Equation II-75 to be simplified to the following expression which defines the near

surface rate constant, kdo:

a.

‘do = 2.3 l @d*Do*j-
J’

~ . W. d~

where
-1

‘do = near-surface direct photolysis rate constant, day

Do = radiance distribution near the surface (approximate
1.2).

(II-79)

value =

According to Equation (II-79), the near surface rate constant is independent of

the properties of the water it is measured in, except for the small variation

in Do. Thus, when the difference in solar irradiance between the experimental

and environmental conditions is accounted for, the user can apply a near surface rate

constant to other bodies of water using the following expression:

700 l-e-Kz ,,
2.3 j$o ~$90cAwAT

‘d =
—=
‘do 700

~ ‘JwAoAA2“3 J$DO ~=2go

(II-80a)
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TABLE II-32

NEAR-SURFACE DIRECT PHOTOLYSIS RATE CONSTANTS

1 3
‘do 12 A*

Compoundl (day-l) (langl~ysjday) (nm) Ref.

Polycyclic Aromatic Hydrocarbons

Naphthalene

I-Methylnaphthalene

2-Methylnaphthalene

Phenanthrene

Anthracene

9-Methylanthracene

9,10-Dimethylanthracene

Pyrene

Fluoranthrene

Chrysene

Naphthacene

Benzo(a)pyrene

Benzo(a)anthracene

Carbamate Pesticides

Carbaryl
Propham

Chlorpropham

Phthlate Esters

dimethyl ester

diethyl ester

di-n-butyl ester

di-n-octyl ester

di-(2-ethylhexyl)

2,4-D Esters

butoxyethyl ester

methyl ester

Hexachlorocyclopentadiene

Pentachlorophenol (anion)

3,3’-dichlorobenzidine

N-nitrosoatrazine

Trifluralin

9

.23

.76

.31

2.0

22.0

130.0

48.0

24.0

.79

3.8

490.0

31.0

28.0

.32
<.003

<,006

.050

.030

94.

.46

670.

300.

30.

DMDE(l,l-bis(p-methylphenyl l)-
2,2-dichloroethylene) 17.

Notes:

2100

2100

2100

2100

2100

2100

2100

2100

2100

2100

2100

2100

2100

2100

740

740

600

600

600

600

600

420

420

540

600

2000

1800

1800

2200

310

312

320

323

360

380

400

330

320

440

380

340

313

318*

280-330*

a

a

a

a

a

a

a

a

a

a

a

a

a

b

c

c

d

d

d

d

d

e

e

f

f

f

g

g

g

References:

a) Zepp and Schlotzhauer (1979)

1 Parenthetic comments after name of compound indicate when the form b) Zepp (1978)
of the compound undergoing photolysis is something other than the
neutral form. c) Wolfe et al . (1978)

2 Estimated Solar Flux - usually high estimates to give conservative d) Wolfe et al . (1980)
photolysis rates. e) Zepp et al . (1979)

3 Wavelength of maximum sunlight absorption. f) Callahan et al . (1979)
* Indicates the maximum of the absorption spectrum is used. g) Zepp and Cline (1977)
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~ ~- K(h*)ZDI -——
s O.10 K (X*)2

so:

(II-80b)

(II-80c)

(II-80d)

where

I = total solar radiation (langleys/day)

10 = total solar radiation under conditions at which kdo was

measured (langleys/day)

k* = wavelength of maximum light absorption, i.e. wavelength where the

product <(L)cW(A) is greatest.

This approximate expression is valid if the following assumptions are suffici-

ently accurate: 1) the solar irradiance at a wavelength is a constant fraction of

the total solar irradiance (Park et al., 1980) and 2) the light attenuation coeffic-

ient, K, is constant over the range of wavelength that the compound absorbs solar

radiation at high rates (Burns et al., 1981).

Although it is possible to derive a similar expression for sensitized photolysis,

variation in the absorptivity and reactivity of natural humic substances make extra-

polations based on the concentration of dissolved organic carbon subject to large

errors. An approach taken by Zepp (1980 was to correlate the sensitized photolysis

rate constant with the absorbance of a solution at 366nm. Such an empirical relation-

ship was found for 2,5-dimethylfuran

= .6710g a366 - 1.15 (II-81)

where

a366 = absorbance of solution at 366nm

kso = near surface rate constant, day-icm-l  (l. = 1 langley/day).

At present, data on sensitized photolysis are difficult to obtain. The planner

should be aware of its potential significance even if it is not possible to estimate

rates at this time.

2.5.2.3.3 Evaluation of Direct Photolysis Rate

The simplest and preferred method of calculating the direct photolysis rate is
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shown in a step-wise fashion in Table II-33. Note that the effects of water depth

and light attenuation can be estimated based on water-body characteristics from Table

II-34. Thus the method essentially consists of multiplying several numbers together

to find kd.

If kdo, which is required to use the method outlined in Table II-33, is not
directly obtainable, it can be calculated from Table II-35 and then used in con-

junction with the near-surface approach described above. One advantage of using the

near-surface approach (in addition to its simplicity) is that the photolysis rate in

different classes of natural waters can be readily evaluated using Table II-33, once

‘do has been calculated a single time.

In some cases, the near-surface approach may not be applicable. Equations

II-80a through II-80c show some of the simplifications required to develop a near-

surface approach. Photolysis rates for chemicals which have multiple emax values

within the wavelength range 290 nm < >.<700 nm should not be calculated using the

near-surface approach. Rather, the direct approach outlined in Table II-37 should be

used in conjunction with the procedure shown in Table II-36.

Very little emphasis is given here on rates of indirect photolysis because
little data are available on indirect photolysis rates. Table II-38 summarizes the

pertinent work of Zepp (1977). Zepp found that the near-surface half-life for

indirect photolysis for several chemicals in Okefenokee Swamp waters was very short:

from 0.02 hr to 7 hrs. The near-surface rate constant translates to between 2.4/day

to 830./day. However, on a depth-averaged basis, four of the five photolysis rates

are below 0.06/day. Only for pentacene is the depth-averaged photolysis rate
high (5.8/day). Thus, the same factor (humic material) that is responsible for the

high near-surface rate constants, is also responsible for the small depth-averaged

values because much of the sunlight is rapidly absorbed near the water surface. For

this reason, and because of the lack of data, indirect photolysis is ignored in these

assessment procedures.
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TABLE II-33

SUMMARY OF NEAR SURFACE APPROACH

1. Predictive Equation:

DI l-e- K(l.*)z
——

‘d = ‘do DOIO K ( 1*] Z

2. Find:

‘do =

- See Table II-32, or
- See Table 8-12, p. 8-38, Lyman et al., where half-lives are

given:

_ 0.693
‘do t>2

D = (1.2-1.6)
Do = (1.2)

I = (500-700 langleys/day)

10 = (500-2100 langleys/day; see Table II-29)

A* =

-Table II-32
- Table 8-5, p. 8-14, of Lyman et al .
- Friedel and Orchin, 1951.
- Hershenson, 1966.
- Kamlet (ed.), 1960.

3. Knowing A* and Depth of Water body, Z, Find

~-e-K(A*)Z

K(X*)Z

Table II-34 shows some typical values of this expression.

4. Find kd using equation shown in step 1.

5. Suppose kdo is not known from experimental studies. It can be

calculated from the procedure shown in Table II-35.
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TABLE II-34

-K(A*)Z
RANGE OF~—

K(X*)Z

Depth of Water (m)

A* (nm) Water Typea 1 2 3 5 10

300 A
B
C
D

0.5

340 A
B
C
D

380 A
B
C
D

420 A
B

D
C

460 A
B
C
D

500 A
B
C
D

0.9

0.1
0.03

0.9
O.7
0.2
0.04

1.0
0.8
0.3
0.07

1.0
0.8

;:;7

0.8
0.4
0.06
0.01

:::
0.08
0.02

1.0

R
0.02

1.0
0.6
0.1
0.03

1.0
0.7
0.2
0.3

1.0
0.7
0.2
0.4

0.8
0.2
0.04
0.009

0.9
0.4
0.06
0.01

1.0
0.5
0.07
0.02

1.0
0.5
0.09
0.02

1.0

::;
0.02

1.O

$:
0.02

0.6
0.14
0.03
0.005

0.8
0.2
0.03
0.007

0.9

::;4
0.009

1.0
0.4
0.05
0.01

1.0
0.4
0.06
0.01

0.9

:::7
0.01

0.4
0.07
0.01
0.003

0.7
0.1
0.02
0.004

0.9
0.2
0.02
0.005

0.9
0.2
0.03
0.006

0.9
0.2
0.03
0.007

0.9
0.2
0.03
0.007

a
Water Type chla (mq/l) DOC (mg/l) SS (mg/l)

A 0.0 0.0 0.0
B 0.001 (Lake Tahoe) 0.1 0.5
c 0.01 (eutrophic) 0.5 5.0
D 0.1 (highly eutrophic) 2.0 20.0
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TABLE II-35

DIRECT PREDICTION OF NEAR SURFACE RATE

Q Predictive Equation:

700

‘do = 2.3 j$dDo
A590 c~w)’A’

o Data Required:

1. @d (quantum yield for direct photolysis:

- Table 11-31, or
-Table 8-11, p. 8-37, in Lyman et al .

2. 00 (~1.2)

3. CA versus L relationship

- Table 8-7, p. 8-20, in Lyman et al .

- Sadtler, undated.

- Schnitzer, 1971.

4. W versus 1 (typical values for central U.S.A. are given in
Table II-36 for I = 540 langleys/day)

o Approach

Use procedure shown in Table II-36

a) Enter CA versus A values in column 5 and appropriate rows.
b) Find each cWA~in column 6.
c) Find ~EWAA at bottom of column 6.
d) Use Equation 3 on right-hand side of table to find kdo.
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TABLE II-36
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TABLE II-37

DIRECT PREDICTION OF DEPTH-AVERAGED PHOTOLYSIS RATE

@ Predictive Equation:

o Data Required:

1. ‘d

2. D

3. ‘A versus A

4. WA versus A

5. Water body characteristics: depth, chla, DOC, SS

l Approach: Use Table II-36

a) Enter A versus c in column 5 and appropriate rows, and
calculate cWAkin column 6.

b) Enter D (column 7), chla (column 9), DOC (Column 10), and
SS (column 11) in appropriate rows.

c) Calculate K (column 12) for appropriate rows.

d) Knowing water depth Z, calculate appropriate values for
column 13.

e) Transfer column 6 entries to column 14.

f) Multiply column 13 entries by column 14 entries and
record in column 15.

g) Sum column 15 entries and use Equation 1 on RHS of sheet
to find kd.

-125-



TABLE II-38

ESTIMATED HALF-LIVES FOR INDIRECT PHOTOLYSIS OF
ORGANICS IN OKEFENOKEE SWAMP WATERa

Near-Surface Depth-Averaged
Hal~;Lafe Ratf,;;nsgant Ratel~:~~~nt

Orqanic Y) Y

Naphthacene 7 2.4 0.01

Pentacene 0.02 830. 5.8

Histidine 2 8.3 0.06

Tryptophan 2 8.3 0.06

Methionine 3 5.5 0.04

aZepp, R.G. et al., 1977. Singlet Oxygen in Natural Waters.
Nature, Vol. 267.

bNear-Surface  (1 cm) rate constant

cDepth-averaged  rate constant. Assume humic materials
12 mg/l, depth = 3m.

- - - - - - - - - - - - - - - - - - - - EXAMPLE II-7 - - - - - - - - - - - - - - - - - - - - - -

Computation of Photolysis Rate Constants

Compute the mean annual photolysis rate constant for the pesticide carbaryl

in a hypothetical river near Fresno, California. Use both the evaluation of

integral and near surface rate constant methods described above. Assume the

following physical and chemical parameters apply to the river:

Mean depth = 2 m

Suspended sediments = 10 mg/l

Humic acid = 2 mg-DOC/l

Chlorophyll a = O mg/l

Zepp (1978) reported a quantum yield, ~d, of .0060 and the follow-

ing absorptivities, ~, for carbaryl:
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Wavelength (nm) Absorptivity ~-lcm-l)

300 918

310 356

320 101

330 11

Near Surface Rate Constant Method

Table II-32 contains the following information regarding carbaryl:

‘d = .32 day-1

10 = 2100 langleys/day
A* = 313 nm.

According to Figure II-13, the mean annual solar irradiance at Fresno,

California is 450 langleys/day.

Assume that the radiance distribution function

and environmental, D, conditions have values of 1.2
To calculate the light attenuation coefficient

light absorption, 313 nm, we use Equation 11-68 and

310 nm:

under reference, Do’
and 1.6 respectively.

at the wavelength of maximum

the data in Table 11-30, at

K = 1.6(.105 + 67 . 0 + 5.41 . 2 + .35 . 10)

= 23.1m-1
When the water absorbs nearly all of the incident radiation, i.e.,

3, the following approximation is valid:

1 -e-Kzml
KZ ‘n

approximation can be applied to Equation II-76 and Equation II-80d. It both

simplifies the calculations and eliminates the dependence of the rate constant on

the radiance distribution function, D, in cases where the light attenuation

coefficient is calculated from D, as in this example. In such a case, the user’s

choice of a value of D does not affect the result.

Using this approximation in Equation (II-80d), the mean photolysis rate

constant is computed to be:

‘d = .32 day-1 l 450 l —*m i:! &

= 2.0 x 10-3 day-1

This example demonstrates the significant difference, 100 fold in this

case, which may exist between near surface and mean photolysis rate constants.

The strong attenuation of light by the river water was the primary cause of

the reduction in rates.

-127-



B. Evaluation of Integrals

The absorption data for carbaryl indicate that we need to concern ourselves

only with light of wavelength 300-330nm in order to determine a mean rate constant.

First, we assume that D has the same value as above, ~1.6. Then, we compute

the light attenuation coefficients using Equation II-68 and the data in Table

II-36.

Table II-36 lists the photon spectral irradiance, W’, at a reference

total solar flux, l., of 540 langleys/day. The local solar flux, as in

part A, is 450 langleys/day.

Next, evaluate the sum indicated

Since KZ > 3 for all wavelengths

in part A.

In Equation II-76.

of interest, use the approximation discussed

Given that the quantum yield is

can be computed using Equation II-82

‘d = 2.3 l 1.43 x 10-16.

= 1.8 x 10-3 day-1

The small difference between

and B is due to the difference in

.006, the mean photolysis rate constant

and the above information:
450 .0060 l 1.6 l 6.82 x 1014
RF”

the rate constants calculated in parts A

the reference solar intensities. The assumption
made here that the spectral distribution of solar energy is independent of intensity
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is only approximately true.  Consequently, the greater the discrepancy between the 

reference and local solar intensities, the greater the error in rate constants 

that can be expected. When the local exceeds the reference intensity, the actual 

rate constant is probably higher than the calculated value. When the reference

exceeds the local intensity, the actual rate constant is probably lower than

calculated.

 — - — - — - — - — - — - — - — - — END OF EXAMPLE II-7 - — - — - — - — - — - — - — - — - — - — -

2.5.3 Hydrolysis

Some toxic compounds can be altered by direct. reaction with water. The chemical

reaction of a compound with water is called hydrolysis. Typically in hydrolysis

reactions hydroxide replaces another chemical group.

An example hydrolysis reaction for a toxic organic compound is given below:

Carbaryl + Water —> ct-Naphthanol + Methylamine + Carbon
Dioxide

Generalized hydrolytic reactions of organic compounds are presented in Table

II-39.

Hydrolysis reactions alter the reacting molecules but do not always produce less

noxious products. For example the more toxic 2,4-D acid is produced from the hydrolysis

of certain 2,4-D esters. Alternatively the hydrolysis of carbaryl (shown above)

produces less toxic products, i.e. ~-naphthanol and methyl amine.

Hydrolysis products may be more or less volatile than the original compound.

Hydrolysis products which ionize may have essentially zero volatility depending upon

pH. Hydrolysis products are generally more readily biodegraded than the parent

compounds, although there are some exceptions.

Hydrolysis reactions are commonly catalyzed by hydrogen or hydroxide ions. This

produces the strong pH dependence often observed for hydrolysis reactions. Examples

of this dependency are shown in Figure 11-19, where the logarithms of reaction rate

constants (kH) are plotted versus pH. The hydrolysis

seen to increase logarithmically with pH. The rate at

= 7 and 100 times that at pH = 6. The hydrolysis rate
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TABLE II-39

GENERALIZED HYDROLYTIC REACTIONS OF ORGANIC COMPOUNDS

REACTANT REACTION CONDITIONS PRODUCTS

CARBOXYLIC ACID ESTERS ACIDIC, NEUTRAL,
o BASIC

R–C< o–Rl

AMIDES

II

CARBAMATES

y

R–N,
;–O–R’

o

ORGANOPHOSPHATES
(AND DERIVATES)

g
RO–P —Oil

HALOGENATED ALKANES

y

c—x
R,’1

R,,

ACIDIC, BASIC

ACIDIC, BASIC

BASIC (ACIDIC,
NEUTRAL)

NEUTRAL, BASIC

CARBOXYLIC ACID + ALCOHOL

po
R–C + R'OH

\ OH

CARBOXYLIC ACID + AMINE

R_#O ‘\

‘Oil + ,,/ ‘~IR,

AMINE + ALCOHOL + CARBON DIOXIDE
,H

R–N R'OH co~
\
H

PHOSPHATE DIESTER + ALCOHOL
o

RO—~—OH ROH

OR

A LCOHOL + HALIDE Ion

1)

R ‘—C—OH x–

;,,

SOURCE: I.J. TINSLEY, CHEMICAL CONCEPTS IN POLLUTANT BEHAVIOR, J. WILEY, NEW YORK (1979).
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FIGURE 11-19 pH DEPENDENCE OF HYDROLYSIS RATE CONSTANTS
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values, reaches a minimum at pH = 6, and then increases with increasing pH. The

hydrolysis rate of chloromethane shows minimal dependence on pH over the range

presented.

Adsorption can also influence hydrolysis rates. Adsorption of an organic

molecule protects it from acid or base catalyzed hydrolysis (Wolfe, 1981). The

amount of adsorption can be predicted using the principles presented in Section

2.3.2.

Microbially mediated hydrolysis reactions are responsible for the breakdown of

many complex molecules, including natural polymers such as cellulose. Microorganisms

catalyze hydrolysis reactions in the process of using organic compounds as energy

and/or carbon sources. In cometabolism microbes may hydrolyze toxic organic com-

pounds to hasten their removal from cell protoplasm. Microbially mediated process

are covered under the general heading of biodegradation in Section 2.5.1. Here only

abiotic hydrolysis is treated.

Abiotic hydrolysis reactions are represented by rate expressions which are first

order in the concentration of the compound being hydrolyzed:

acR= —=-k C
atHT

where

R = the rate of hydrolysis, mole liter-1 -1sec or ug liter -1

sec -1

-1
‘H = specific hydrolysis rate constant, sec

CT = the dissolved plus sorbed phase concentration of compound C

mole liter -1 -1or ~g liter .

In the literature kH is typically defined as:

k
H

= kn +ka [H+]+kb [OH-]

In this document the specific hydrolysis rate constant, kH, is defined

to include the effects of adsorption:

k
[(
=k+a
Hnw

ka [H+]+kb [OH-]
)1

where

(II-82)

(II-83)

(II-84)

kn = the neutral hydrolysis rate constant, see-l

‘w = the decimal fraction of the total amount of compound C which is

dissolved (Calculation procedures in Section 2.3.2)
ka = the acid catalyzed hydrolysis rate constant, liter mole -1

sec -1
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[H+] = the molar concentration of hydrogen ion, mole liter-1

([H+] s 10-pH)

‘b = the base catalyzed hydrolysis rate constant, liter mole -1
.

sec -1

[OH-l] = the concentration

[OH-] = 10(pH-pKW
of hydroxide ion, mole liter-1

S10(PH-14) .

Equation II-84 is a convenient definition of kH because specific rate constants

which act on the dissolved and total concentrations do not have to be used separately.

Values for the three rate constants kn, ka, kb for selected compounds

are presented in Table 11-40. Additional values can be found in the literature (e.g.

Mabey and Mill, 1978). The three constants can also be determined by simple labora-

tory tests.

Water body pH values must be obtained for hydrolysis reactions which are pH

dependent (i.e. those for which ka # O and/or kb # O). It should be

noted that in poorly buffered waters (alkalinity ~50 mg/l as CaC03),  pH values

may change by 1-2 units daily due to natural processes alone. In these cases either

additional data must be gathered to characterize the system’s pH regime or conserva-

tively low values of kH must be used. Table 11-41 summarizes the procedures.

— - — - — - — - — - — - — - — - EXAMPLE II-8 — - — - — - — - — - — - — - — - — - — - — - — - - -

A biodegradation rate constant, kB for the fungicide Captan has been

given as 0.5 per day. Compare this with the abiotic hydrolysis rate constant,

‘H’ at pH = 8.4, a temperature of 25”C, and with 90 percent of the compound
adsorbed on suspended matter. Values for ka, kb, and kn can be found

in Table 11-31.

thus

I

ka = O

‘b = 4.9 x 107 day-l

kn = 1.6 day-1

[(
kH=a

)1
w ka[H+l +kb[OH-] + k

n

[OH-] ~10pH-14 = 108”4-14 = 10”5”6 =
-6

2.51 X 10

[ 1
kH = (1.0-0.9)~(4.9  x 1C17X 2.5 x 10-6) + 1.6

= 12.3 + 1.6 = 13.9 day
-1

-133-



TABLE II-40

HYDROLYSIS RATE PARAMETERS AND ESTIMATED ENVIRONMENTAL
HYDROLYSIS RATES

Environmental Ref.
Hydrolysis Rate Parameters Hydrolysis Rates (pH=7)

Compound -1
Temp.

ka(l”m-lday-l) kn(day ) kb(l”m-lday-l) kH(day-l) tl,( days) (“c) Ref.

Pesticides
Endosulfon
Heptachlor
Carbaryl
Propham

Chlorpropham
2,4-D(2-Butoxyethyl ester)
2,4-D(Methyl ester)
Parathion
Phosmet
Dialifor
Malathion
Captan
Atrazine
Methoxychlor

Halogenated Hydrocarbons

Chloromethane
Bromomethane
Chloroethane
Dichloromethane
Trichloromethane
Bromodichloromethane
Dibromochloromethane
Tribromomethane
Hexachlorocyclopentadiene

Halogenated Ethers
Bis(chloromethyl) ether
2-Chloroethyl vinyl ether

Phthalate Esters
Dimethyl ester
Diethyl ester
Di-n-butyl ester
Di-n-octyl ester
Di(2-ethylhexyl) ester

Monocyclic Aromatics
Pentachlorophenol

Notes
"?" denotes rate parameter not
"-" denotes zero or very small

References:
a Callahan et al . (1979)
b Wolfe et al . (1978)
c Zepp et al . (1975)
d Park et al . (1980)
e Tinsley (1979)
f Mabey and Mill (1978)
g Wolfe et al . (1980)

?

1.7

?
?
?

3.4

3.8x102

1.
1.
1.
1.
1.

I.1X104

?

3.6x10-3
?
?
?

1.6
6.6

2.6x10-3

1.8x1O -2

2.8x10-6

1.6x103

5.8x10-3

3.3X105
?

4.3X105

.66
1.7

2.6x106
1.5X106
2.46x103

?
?
?

4.9X107

31.

.53
12.

1.8xio-3
6.0

1.4X103
69.
28.

6.0x103
1.9X103

9.1X102
I.4X103

9.6

3.3

given and not estimable from data in reference
rate parameter

.7
4.3XI0 -2

6.6X1O-8
1.7X1O-7

.26

.15
3.9X1O-3
2.3
1.2

6.6X1O-2
5.6
6.6

2.6x10-3

2.1xlo-3

2.8x10-6
6.Qx10-7

6.9x10-6
2.8x10-6
4.8x10-2

1.6x103
3.8x10-5

6.0X10-4
1.9X1O-4
9.1XIO-5
1.4X1O-4
9.6X1O-7

6.9x10-3

21
1.

16.

1.1X107
4.0XI06

2.7
4.6

1.8x102
.30
.58
11.
.13
.10

2.7x102

3.4X102
20.
38.

2.6x105
I.3X106
5.0X104

2.5x105
14.

4.5X1O -4

1.8x104

I.2X103

7.6x103
4.9X103
7.2x105

1.0X102

27
30
27
27

27
28
28
?

20
20
20
27
25
25

25
25

25
25
25
25
25
25
25

20
25

30
30
30
30
30

?

a
a
b
b
b
c
c
d
e
e
e
f
f
f

f
f
f
f
f
f

f
f
a

a
a

g
g
g
g
g

d
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TABLE II-41

PROCEDURE FOR CALCULATING HYDROLYSIS RATE CONSTANT

1. Hydrolysis Rate Constant

[(
kH= kn+aw ka[H5 + kb[OH-]

)1
(1)

2. Procedure

a)

b)

c)

d)

Find the hydrolysis rate parameters. Use Table 11-40.

1 liters liters
kn = ~, ka = mole day, kb = mole day

Does the compound sorb? (Table II-11, Column 1)

If it does, find,a , the fraction of the total amount of
w compound which is not sorbed

*I1~.—= (See Section 2.3.2)
CT

1 + K$

If it does not sorb setaw = 1

If the hydrolysis is acid catalyzed (a k value exists)
determine the hydrogen ion concentration!  [H ].

[H+] =lO-pH=lO-–

If the hydrolysis is base catalyzed (a k value exists)
determine the hydroxide ion concentration k, [OH-].

(PH-P~) lo-( - ) =~0-
[OH-]=10 = —— —

Note: P$ = 14.2 for freshwater at 20°C

= 13.4 for seawater at 20”C

(More precise values for pKM are given
in Table II-13)

3. Substitute kn, Qv,, ka, [H+]. kb, [OH-] into equation (1) above.

‘H =
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Comparing kH to kB:

Comparison of kH with kB for the above situation shows that the abiotic

hydrolysis rate is about 28 times faster than the biodegradation rate. Biodegra-

dation could be neglected here with minimal effect on the results.
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CHAPTER 3

WASTE LOADING CALCULATIONS

3.1 INTRODUCTION

Receiving water bodies are subject to waste loads from point sources, nonpoint

sources and atmospheric deposition. Point sources are identifiable discrete dis-

charges from municipal, institutional and industrial waste water collection and

treatment systems. Nonpoint sources (also known as diffuse or distributed sources)

are associated with land drainage which enters a water body through dispersed and

often poorly-defined pathways. Atmospheric waste loads are chemicals and particulate

matter which settle from the atmosphere or are scavenged by precipitation. These

distinctions are not absolute. For example, municipal waste water may be applied to

the land and become nonpoint source pollution in runoff and percolation. Similarly,

chemicals in precipitation may become a portion of a nonpoint source runoff load.

This chapter describes computational methods or “loading functions” for esti-

mating waste loads to both surface waters and aquifers. These methods share several

attributes:

l

l

l

o

Required computations are relatively straightforward.

Necessary data for the functions are generally available. Much of these

data are provided in this chapter.

Notwithstanding computational ease and data availability, use of the

functions is not trivial. Considerable information regarding the

physical characteristics of the study area must often be compiled.

The accuracy of loading functions is not high. In general, the best

results are obtained when input parameters are based on local pollutant

data, such as chemical concentrations in sediment, runoff and wastewater.

The loading functions presented in this chapter are appropriate for water

quality screening studies in which the approximate magnitudes of waste loads are

needed. In situations requiring higher precision, waste loads must be based on

monitoring programs and detailed process modeling.

The chapter places major emphasis on nonpoint sources. Point source loads

can often be obtained from available water quality monitoring data. Atmospheric

loads are also best determined by monitoring; reliable computational methods are

not available to handle such major problems as acid rain. By contrast, monitoring of

nonpoint sources is often infeasible and as a result, a number of procedures have

been developed and tested for calculation of nonpoint source loads.

3.2 BACKGROUND POLLUTION LOADS

Background water quality “represents the chemical and biological composition

of surface waters which would result from natural causes and factors” (Novotny and
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Chesters, 1981). A comparable definition could be given for groundwater. The

concept of background water quality or pollution is somewhat artificial. Few, if

any, water bodies in the United States remain unaffected by human activity. For

example, synthetic organic compounds are routinely found in streams and lakes far

from any obvious source. In spite of this ambiguity, estimation of background

loads is a useful component of water quality planning. These loads represent

a baseline or minimum level of water pollution which cannot be eliminated by local or

area-wide water quality management.

Background pollution levels can be measured by water quality sampling of surface

waters in upstream portions of watersheds which are free of human activity and in

aquifers in undeveloped areas. In the absence of such local data, very crude esti-

mates can be determined from the information given in Figures III-1, 2, and 3. These

figures show mean surface water concentrations of selected water quality parameters

obtained from the U.S. Geological Survey’s Hydrologic Benchmark Network (McElroy et—
al ., 1976) . The concentrations are based on water quality samples from 57 monitoring

locations considered free of human disturbance. More accurate concentration data for

nutrients are available from the U.S. National Eutrophication Survey (Omernik, 1977).

Nitrogen and phosphorus concentrations in streamflow are grouped according to land

use and location in Figures III-4 and 5. Concentrations for the “90% Forest” category

can be assumed to represent background concentrations.

Annual mass background loads to surface waters are obtained by multiplying

concentrations by streamflow values. Average annual streamflow values for the United

States are shown in Figure III-6. Obviously, when local streamflow data are available

they are preferable to the regional values given in Figure III-6.

- — - — - — - — - — - — - — - — - — - - EXAMPLE III-1 - - — - — - — - — - — - — - — - — - — - — - — -

Background Loading Estimates

Determine the annual background loads of BOO and total phosphorus from

a 50 km2 watershed in northern Illinois.

Solution:

From Figure III-l(b), background BOO concentration is 3.0 mg/l in northern

Illinois. Total phosphorus concentrations can be determined from the National

Eutrophication Survey data in Figure III-5. Northern Illinois is in the eastern
area shown in Figure III-5, and the total phosphorus concentration for the 90

percent Forest category is 0.011 mg/l. Average annual streamflow for the area is

10 in (Figure III-6) or O.254 m.
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FIGURE III-1
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FIGURE III-2
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FIGURE III-3
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FIGURE III-4
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FIGURE III-5
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FIGURE III-6
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Noting that:

1 mg/L = 0.001
1 ~m2 = ~06m2

annual runoff is

kg/m3

0.254 (50) 106= 12.7 106m3.

Background loads are

BOD : 3 (0.001)(12.7) 106 = 38,100 kg/yr

Phosphorus: 0.011(0.001)(12.7) 106 = 140 kg/yr.

- — - — - — - — - — - — - — END OF EXAMPLE III-l — - — - — - — - — - — - — - — - — - — - 

3.3 NONPOINT SOURCE MODELS

The nonpoint source loading process is illustrated in Figure III-7. Precipi-

tation, in the form of rain or snowmelt, comes in contact with a “waste” product

located on the land surface or within the soil. Portions of the waste are trans-

ported in runoff and percolation to streams and groundwater aquifers. Nonpoint

source wastes are any potential pollutant which comes in contact with drainage.

Examples include chemicals in urban dust and road litter, agricultural fertilizers,

pesticides and animal manures, road de-icing salts, sanitary landfill wastes, eroded

soil, mining slag piles, septic tank effluents, lawn chemicals and toxic wastes in

lagoons and land disposal facilities.

Nonpoint source pollution is associated with random hydrologic events. Combined

with the dispersed nature of drainage patterns, this randomness produces waste loads

which are difficult to monitor, and hence most loading estimates are obtained from

mathematical models. The foundations of all nonpoint source models, including the

loading functions discussed herein, are equations to predict water movement, especi-

ally runoff and percolation. These equations are supplemented by methods to calcu-

late sediment movement, and together the two components describe nonpoint source

transport, since pollutants are either dissolved in a water flux or attached to

sediment. The third model component is a procedure to estimate the dissolved and

solid-phase (sediment-attached) concentrations of the pollutant. “In the loading

functions, these concentrations are obtained empirically or derived from simple mass
balances. In more analytical , and hence complex models, concentrations are obtained

from mechanistic descriptions of chemical

Both average annual and single event

loading functions. The former are useful

by long-term mass loads to a water body.

and biological processes.

loads can be estimated by nonpoint source

when the effects of pollution are determined

Groundwater quality problems are often of

this type. Also, several simple lake eutrophication models require annual phosphorus

loads as input. Conversely, major storm events exert the most significant impacts on

streams and rivers, and estimates of single event nonpoint source loads are necessary.
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FIGURE III-7 THE NONPOINT SOURCE LOADING PROCESS

The most comprehensive estimates of nonpoint source loads are obtained from

continuous simulation models such as HSPF, STORM, SWMM and CREAMS which have been

developed under sponsorship of the U.S. Environmental Protection Agency, Army Corps

of Engineers and Department of Agriculture. Since these models require computer

facilities and extensive data structures, they are beyond the scope of this manual.

Nevertheless, the simulation models are based on the same computational concepts

presented in this chapter, particularly those used for single event loading functions.

Succeeding sections of this chapter present loading functions for rural runoff,

irrigation return flows, urban runoff and groundwater.

3.4 RURAL RUNOFF LOADS

Nonpoint source waste loads to surface waters in rural areas include runoff

from cropland (including pasture and range), forests, barnyards and feed lots, waste

land application and storage facilities, construction sites and mining operations.

Cropland and forest runoff are emphasized in this section, since these nonpoint

sources are widespread, and their associated loading functions have been most ex-

tensively developed. Runoff loads from the other sources can in principle be esti-

mated by procedures similar to the loading functions used for cropland and forest,

but data are often lacking to implement the calculations.

3.4.1 Source Areas

Nonpoint source waste loads in runoff can be estimated for several different

spatial scales. The most fundamental unit of analysis is a source area, which is a

land area with sufficiently homogeneous soil and pollutant characteristics so that
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runoff loads can be considered uniform. A farmer's filed is often considered a

single source area and associated runoff loads are sometimes referred to as "edge-of-

field" loads. Larger scales of analysis consist of aggregations of source areas or

watersheds. Waste loads are transported from source areas by rivulets, ditches,

streams and other drainage paths to eventually exit the watershed in streamflow.

During this transit, portions of the wastes may be removed from the water flux
by settling, adsorption, filtering or biochemical processes. The total watershed

waste load in streamflow consists of these attenuated runoff sources plus waste loads

from groundwater discharge.

Pollutants in runoff may be in dissolved and solid-phase forms, with the latter

consisting of particulate material, or pollutants that are attached to sediment. The

general loading function forms are:

Dissolved Runoff water Dissolved (III-1)
pollutant = volume x pollutant
waste load concentration

Solid-phase = Sediment x Solid-phase pol-
pollutant flux lutant concentration
wasteload (concentration in

sediment)

Sections 3.4.2, 3.4.3 and 3.4.4 describe methods for computing runoff VOlumes,

sediment flux and pollutant concentrations, respectively.

3.4.2 Runoff

3.4.2.1 SCS Curve Number Equation

(III-2)

The U.S. Soil Conservation Service’s curve number equation (CNE) is a standard

procedure for estimating storm runoff (Mockus, 1972; Ogrosky and Mockus, 1964). The

equation is:

Q = (P-0.2S)2/(P+0.8S) for P~O.2S (III-3)

where

Q = runoff (cm)

P = precipitation (rainfall + snownelt, cm)

S = water retention parameter (cm).

The 0.2S is an initial precipitation “abstraction, and hence if P < 0.2S,

Q is assumed to be zero.

The retention parameter S is computed from

which are functions of soils, cover, management
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S = (2540/CN) - 25.4 (III-4)

The general form of the equation is shown in Figure III-8.

Although the CNE is most frequently applied to rainfall runoff, it may be used

for snowmelt conditions. Snowmelt water can be estimated by the degree-day equation:

M = 0.45T (III-5)

where

M = snowmelt water (cm)

T = mean air temperature (“C).

If T<O, M=O. Also, M must not exceed the water content of the accumulated snowpack.

The degree-day factor (0.45) is an average value (Stewart et al ., 1976) and should be

replaced by a location-specific value when available.

Since daily weather data are used for Equations III-3 and III-5, calculated

runoff is the total runoff for a specific day.

3.4.2.2 Curve Number Selection

Curve numbers describe the hydrologic condition of land surface at the

time of a precipitation event. The combined effects of soils, management and cover

are shown in Table 111-1 for “average” antecedent moisture conditions. Most soils in

the United States have been classified in one of four hydrologic groups. Listings

are available in Mockus (1972) Ogrosky and Mockus (1964) and Soil Conservation

Service (1975). The qualifiers “good,” “fair” or “poor” in Table III-1 indicate the

extent to which cover and soil management conditions will minimize runoff. For

example, continuous growth of a corn silage on the same site every year will deplete

soil organic matter and encourage runoff. Conversely, corn grain in a rotation with

hay or under no-till conditions will minimize runoff. Similarly, clear-cutting

of woods accompanied by extensive disturbance of the soil surface by log skidding is

a “poor” management practice.

The “woods” category in Table 111-1 may be used for vegetated forest areas.

Runoff for roads, logging trails and landings should be based on curve numbers for

the “roads and right-of-way” category. Those curve numbers are also appropriate

for construction sites.

The fourth, and most important factor in curve number selection is the wetness

of the soil. If precipitation falls on soil that has been inundated by previous

storms , infiltration is much less and runoff is much greater than would be the case

for dry soil. Three different antecedent moisture conditions are specified for the

CNE: I (dry), II (average), and III (wet). Antecedent moisture is approximated by

the five-day antecedent precipitation, which is the total precipitation (rain +
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TABLE III-1

RUNOFF CURVE NUMBERS FOR AVERAGE ANTECEDENT MOISTURE CONDITIONS

(Mockus, 1972)

Hydrologic Soil Group*

Land Use Treatment Hydrologic
or Cover or Practice Condition A B C D

Fallow Straight row -- 77 91

88
85
84
82
80
78

84
83

::

;;

85
81
83
78
80
76

86
79
74
81

;:

71

77
73
70

82

90

94

:;
88
86

;?

E
85
84

::

89

:;
83
83
80

89
84
80
88
83
79

78

83

;;

86

92

Row crops Straight row
Straight row
Contoured
Contoured
Terraced
Terraced

Poor
Good
Poor
Good
Poor
Good

Small grain Poor
Good
Poor
Good
Poor
Good

Straight row
Straight row
Contoured
Contoured
Terraced
Terraced

65
63
63
61
61
59

Close-seeded Straight row
legumes or Straight row
rotation Contoured
meadow Con toured

Terraced
Terraced

Poor
Good
Poor
Good
Poor
Good

Pasture or
range

Poor
Fair
Good

Contoured
Contoured
Contoured

Poor
Fair
Good

Meadow
(permanent)

Good

Woods Poor 45
36
25

Fair
Good

Farmsteads 59 74

Roads and
right-of-way
(hard surface)

74 84--

Description*Soil Group

A Lowest Runoff Potential: Includes deep sands with very little silt and clay,
also deep, rapidly permeable loess.

8 Moderately Low Runoff Potential: Mostly sandy soils less deep than A, and
loess less deep or less aggregated than A, but the group as a whole has above-
average infiltration after thorough wetting.

c Moderately High Runoff Potential: Comprises shallow soils and soils containing
considerable clay and colloids, though less than those of group D. The group
has below-average infiltration after presaturation.

o Highest Runoff potential: Includes mostly clays of high swelling per cent, but
the group also includes some shallow soils with nearly impermeable subhorizons
near the surface.
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snowmelt) in the five days preceding a storm. Approximate limits for the three

antecedent moisture conditions are given in Table III-2. Different limits are

specified for growing and dormant season since evapotranspiration dries the soil much

more rapidly during the growing season. In absence of more specific information, the

growing season may be assumed to consist of months for which average air temperature

is 10”C or above. Antecedent precipitation is an inadequate criterion during snowmelt,

however, and for such events condition III is always assumed (Haith and Tubbs,

1981) .

The curve numbers for condition II, or CN2 are given in Table III-1. The curve

numbers for the other two conditions, I and III respectively, can be obtained from
the equations given by Hawkins (1978):

CN1 = CN2/(2.334-0.01334CN2) (III-6)

CN3 = CN2/(0.4036 + 0.0059CN2) (III-7)

TABLE III-2

ANTECEDENT MOISTURE LIMITS FOR CURVE NUMBER SELECTION

(Ogrosky and Mockus, 1964)

5-Day Antecedent
Antecedent Precipitation

Moisture Condition (cm)

Dormant Growing
Season* Season

I <1.3 <3.6

II 1.3-2.8 3.6-5.3

III >2.8 >5.3

*During snowmelt, condition III is always assumed
regardless of antecedent precipitation.
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— - — - — - — - — - — - — - — - — - — EXAMPLE III-2 — - — - — - — - - — - — - — - — - — - — - — -

Cropland Runoff

A three-day rainstorm falls on a 30-ha soybean field during early August.

The crop is continuously grown (no rotation) in straight rows. The soil is in

hydrologic group B. The relevant precipitation is as follows:

Date August l 2 3 4 5 6 7 8 9

Rain (cm) 0 0 0 0 0 3.8 5.1 0.3 0

Determine the runoff from this storm.

Solution:

The crop is a row crop planted in straight rows and in poor hydrologic

condition. From Table III-1, the curve number for condition 2 is CN2 = 81 for

soil group B. Solving Equations III-6 and III-7 for CN1 and CN3, we have

CN1 = 64.6 and CN3 = 91.9.

The three-day storm begins on August 6. On that day, 5-day antecedent

precipitation is O; hence the soil is in the driest antecedent moisture condition.

Thus :

CN = CN1 = 64.6

and from Equation III-4:

S = (2540/64.6) -25.4 

= 13.9 cm.

Since precipitation exceeds initial abstraction, 0.2S = 2.78 cm, runoff occurs as

predicted by Equation III-3:

Q = (3.8 - 2.782/(3.8 + 0.8(13.9)) 

= 0.07 cm.

On August 7, 5-day antecedent precipitation is 3.8 cm, which during the

growing season corresponds to CN = CN2 = 81 (Table III-2). Thus:

S = (2540/81) - 25.4

= 5.96 cm.

Rain exceeds 0.2S = 1.19 cm, and

Q = (5.1 - 1.19)2/(5.1 + 0.8(5.96))

= 1.55 cm.

On the final day, 5-day antecedent precipitation is 3.8 + 5.1 = 8.9 cm,

CN = CN3 = 91.9 and S = 2.24 cm. Since the 0.3 cm of rain does not exceed

the initial abstraction of 0.2 (2.24) = 0.45 cm, no runoff occurs.
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The storm summary is as follows:

Day Rainfall Runoff
(cm) (cm)

8/6 3.8 0.07

8/7 5.1 1.55

8/8 0.3 0

Total 9.2 1.62

The 1.62 cm of runoff over the 30-ha field can be converted to runoff

volume (m3) by noting that 1 ha = 10,000 m2, and hence 1 cm on 1 ha = 0.01

(10,000) = 100m3. This runoff volume is 1.62(30)(100) = 4860m3.

This example illustrates three important characteristics of runoff:

@ Runoff is a nonlinear function of precipitation; i.e., runoff is not

a constant portion of precipitation.

l Runoff is generally a small fraction of precipitation, particularly

during the growing season.

l Runoff is dramatically dependent on antecedent moisture conditions.

— - — - — - — - — - — - — - END OF EXAMPLE III-2 - - — - — - — - — - — - — - — - — - — - — 

3.4.2.3 Annual Runoff

The CNE is only applicable to individual storm events, and this is a limitation

in nonpoint source studies for which annual waste loads are required. In such cases

annual runoff estimates are necessary. The only way to produce such estimates is to

use Equation III-3 to calculate runoff for each storm in a year, and sum the

resulting values for the year. If an average annual runoff is needed, the process

must be repeated for each of a number of years. The repeated use of Equation III-3

for all storms in a multi-year period is not difficult (see for example Haith and

Tubbs, 1981), but it is a continuous simulation modeling process that can only

be implemented on a computer.

Average annual runoff for row crops has been calculated by Stewart et al . (1976)

for the eastern United States. A simulation model based on the CNE was run using

10-25 years of daily weather data from 52 locations. The simulation runs were based

on straight row corn in good hydrologic condition on the four different soil groups.

Fallow or bare soil conditions were assumed during the spring. Results of the

simulations are shown in Figure III-9. The four soil groups correspond to CN2 = 67,

78, 85 and 89. These runoff values should generally be appropriate for any row

crop. Runoff for situations with curve numbers falling between any two curve numbers

can be determined by linear interpolation.
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Figure III-9  MEAN ANNUAL Row CROP RUNOFF IN INCHES
FOR SELECTED CURVE NUMBERS. A; CN2=67,
B; CN2=78; C; CN2=85; D: CN2=89. (1 IN
= 2.54cm) (STEWART ET AL , 1976)
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3.4.2.4 Watershed Runoff

Runoff from a source area such as a farmer’s field or legging road is given by

Equation III-3. Runoff from an entire watershed is the sum of runoff from all

source areas within the watershed. If we define:

QK = runoff from source area k (cm)

‘K = area of source area k (ha)

AT = total watershed area (ha)

aK = fraction of watershed

then watershed runoff Q(cm) is:

covered by source area

Q=~akQk

k = AK/AT

(III-8)

Watershed runoff volume V(m3) is:

V = 100;Ak Qk

= loOAT~ ak Qk (III-9)

Equation III-8 or III-9 require computation of runoff Qk from each

source area. An alternative and simpler procedure is to determine a weighted average

curve number:

CN =: ak CNk (III-10)

and compute watershed runoff directly from Equations III-3 and III-4. In Equation

III-10 CNk is the curve number for source area k.

The second procedure (average curve number) generally produces slightly lower

watershed runoff estimates than Equation III-8 due to the nonlinear nature of the

CNE. In any case, note that watershed runoff is only one component of streamflow

Additional components include groundwater discharge and point sources.

3.4.3 Erosion and Sediment

Erosion is the removal of soil particles by wind and water, and sediment is the
particulate matter which is carried and eventually deposited by wind and water. Our

concern here is with water pollution, and the prediction of sediment loads or yields

in streamflow. Upstream erosion of soil surfaces and stream channels is the source

of streamflow sediment yields.

streamflow at the outlet of the

However, watershed sediment yield, as measured in

watershed, is generally substantially less than the
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total upstream erosion since much of the transported sediment has been deposited

or filtered from the water. Near a sediment source, nearly all eroded soil becomes a

sediment mass flux. For example the sediment yield in runoff from a corn field is

approximately equal to the eroded soil mass from the field. However, as the runoff

travels from the field in drainage ditches and stream channels, portions of the

sediment are removed, until only a fraction remains to exit the watershed.

Erosion of the land surface by sheet and rill erosion is the major source of

solid-phase pollutants in surface waters, and most of this section is accordingly

devoted to prediction of this sediment source. Although channel erosion may also be

a significant component of sediment yield, it is not generally considered a pollution

hazard and will not be considered in the following discussion.

3.4.3.1 The Universal Soil Loss Equation

The Universal Soil Loss Equation (USLE) is an empirical equation which was

developed to predict average annual soil loss by sheet and rill erosion from source

areas (Wischmeier and Smith, 1978). The equation, which was obtained by statistical

analyses of over 10,000 plot-years of erosion field research data is:

X =  1 . 2 9  E C U (III-11)

where

X = soil loss (t/ha; 1 t = 1 tonne = 1000 kg = 2205 lb)

E = rainfall/runoff erosivity index (102 m-tonne-cm/ha-hr)

K = soil erodibility (t/ha per unit of E)

ls = topographic factor

C = cover/management factor

P = supporting practice factor.

The three factors ls, C, P are dimensionless. The 1.29 is a conversion constant to

obtain metric units.

The USLE is an important component of loading functions for runoff waste loads

because its parameters have been evaluated for a wide range of conditions and many

important pollutants are transported on eroded soil. For example, most organochlorine

pesticides are very strongly adsorbed to soil particles. Procedures for determining

the USLE parameters are presented in the following subsections.

3.4.3.1.1 Rainfall/Runoff Erosivity

The erosivity term E is related to. rainfall intensity. Average annual values

for the United States have been computed by Wischmeier and Smith (1978) and are given

in Figures 111-10 and 11. The values of E in these figures are in English units

(102 ft-tons-in/ac-hr) and can reconverted to the metric units of Equations

111-11 by multiplying by 1.735; i.e. E (metric) = 1.735 E (English, Figures III-10,
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FIGURE 111-10 AVERAGE ANNUAL EROSIVITY INDICES (ENGLISH UNITS)
FOR EASTERN U.S. (WISCHMEIER AND SMITH, 1978)

-162-



FIGURE III-11 AVERAGE ANNUAL EROSIVITY INDICES (ENGLISH UNITS)
FOR WESTERN U.S. (WISCHMEIER AND SMITH, 1978)
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11). For example the erosivity for northern Maine is E = 1.735 (75) = 130.

It can be seen from Figure III-10 that the intense rainstorms of the Southeast

produce the highest levels of erosivity in the United States. In contrast, erosivity

in much of the western mountain region (Figure 111-11) is less than 10 percent of the

southeast values.

3.4.3.1.2 Soil Erodibility

Typical values of K are given in Table III-3 as a function of soil texture and

organic matter content. Values for specific soils are available from local Soil and

Water Conservation Districts and state offices of the Soil Conservation Service.

3.4.3.1.3 Topographic Factor

The topographic factor ls, is related to the angle of slope o and slope length x

(m) by:

lS = (0.045x)b (65.41 sinze+ 4.56 sin 9 + 0.065) (III-12)

The slope angle e is obtained from percent slope, s by:

6 =tan-l(s/lOO) (III-13)

For example, a slope of s = 8 percent has a slope angle of8 = 4.6°. The exponent in

Equation III-12 is given by b = 0.5 for s > 5, b = 0.4 for 3.5 < s < 4.5, b = 0.3

for 1 < s < 3, and b = 0.2 for s < 1 (Wischmeier and Smith, 1978).

Research data support Equation III-12 for x < 100 m and s < 18, although in—
practice it is often applied beyond these limits.

3.4.3.1.4 Cover/Management Factor

The cover/management factor C describes the protection of the soil surface by

plant canopy, crop residues, mulches, etc. The maximum C value is 1.0, corresponding

to no protection. Cropland C values change dramatically during the year in response

to planting operations, crop growth and harvest. Although C values have been de-

termined for each of these stages (Wischmeier and Smith, 1978), generalized annual

values such as those given in Table III-4 are more suitable for loading functions.

Wischmeier and Smith (1978) have also developed C factors for construction

sites; pasture, range and idle land; undisturbed forests; and mechanically prepared

woodland sites. These C values are given in Tables III-5 through III-8. Note that

cover factors are so small for undisturbed forest and pasture or range with good

ground cover that these erosion sources can generally be neglected in water quality

studies.
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TABLE III-3

SOIL ERODIBILITY, K

(Stewart et al , 1975)

Texture Organic Matter

0.5% 2% 4%

Sand 0.05 0.03 0.02

Fine sand 0.16 0.14 0.14

Very fine sand 0.42 0.36 0.28

Loamy sand 0.12 0.10 0.08

Loamy fine sand 0.24 0.20 0.16

Loamy very fine sand 0.44 0.38 0.30

Sandy loam 0.27 0.24 0.19

Fine sandy loam 0.35 0.30 0.24

Very fine sandy loam 0.47 0.41 0.33

Loam 0.38 0.34 0.29

Silt loam 0.48 0.42 0.33

Silt 0.60 0.52 0.42

Sandy clay loam 0.27 0.25 0.21

Clay loam 0.28 0.25 0.21

Silty clay loam 0.37 0.32 0.26

Sandy clay 0.14 0.13 0.12

Silty clay 0.25 0.23 0.19

Clay 0.13-0.29
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TABLE 111-4

GENERALIZED VALUES OF THE COVER AND MANAGEMENT FACTOR, C,

IN THE 37 STATES EAST OF THE ROCKY MOUNTAINS (Stewart et al , 1975)

Productivity lcvr12

Line
CrOP. rotation, and management3

no. High Mod.

C value

Base value: continuous fallow, tilled up and down slope 1.00 1.00

C O R N
1
2
3
4
5

6
7
8
9

10

11
12
13
14
15

16
17
18
19
20

21
22
23

C, RdR, fall TP, conv (1)
C, RdR, spring TP, conv (1)
C, RdL, fall TP, conv (1)
C, RdR, wc seeding, spring TP, conv (1)
C, RdL, standing, spring TP, conv (1)

C. fall shred stalks, spring TP, conv (1)
C(silage)-W(RdL, fall TP) (2)
C, RdL, fall chisel. spring disk, 40-30% rc (1)
C(silagc), W wc seeding, no-till pl in c-k W (1)
C(RdL)-W(RdL, spring TP) (2)

C, fall shred stalks, chisel pl, 40-30% rc (1)
C-C-C-W-M, RdL, TP for C, disk for W (5)
C, RdL strip till row zones. 55-40% rc (1)
C-C-C-W-M-M, RdL, TP for C, disk for W (6)
C-C-W-M, RdL, TP for C, disk for W (4)

C, fall shred, no-till pl, 70-50% rc (1)
C-C-W-M-M, RdL, TP for C, disk for W (5)
C-C-C-W-M, RdL, no-till pl 2d & 3rd C (5)
C-C-W-M, RdL, no-till pl 2d C (4)
C, no-till pl in c-k wheat, 90-70% rc (1)

C-C-C-W-M-M, no-till pl 2d & 3rd C (6)
C-W-M, RdL, TP for C, disk for W (3)
[-C-W-M-M, RdL, no-till pl 2d C (5)

0.54
.50
.42
.40
.38

.35

.31

.24

.20

.20

.19

.17

.16

.14

.12

.11

.087

.076

.068

.062

.061

.055

.051

.039
,032

.017

0.62
.59
.52
.49
.48

.44

.35

.30

.24

.28

.26
.23
.24
.20
.17

.18

.14

.13

.11

.14

.11

.095

.094

C-W-M-M, RdL, TP for C, disk for W (4)
C-W-M-M-M. RdL, TP for C, disk for W (5)
C, no-till pl in c-k sod, 95-80% rc (1)

24
25
26

COTTON 4
27 Cot, conv (Western Plains)(1) 0.42 0.49
28 Cot, conv (South) (1) .34 ,40

.074

.061

.053

M E A D O W
29 Grass & Legume mix 0.004 0.01
30 Alfalfa, lespedeza or Serieia .020

31 Sweet clover .025

SORGHUM, GRAIN (Western Plains)4
32 RdL, spring TP, conv (1) 0.43 0.53
33 No-till pl in shredded 70-50% rc .11 .18
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TABLE III-4 (Continued)

Productivity lcve12

Line 3
Crop, rotation, and management

no. High Mod.

C value

SOYBEANS*
34 B, RdL, spring TP, conv (1) 0.48 0.54

35 C-B, TP annually, conv (2) .43 .51
36 B, no-till pl .22 .28
37 C-B, no-till pl, fall shred C stalks (2) .18 .22

W H E A T
38 W-F, fall TP after W (2) 0.38

39 W-F, stubble mulch, 500 lbs rc (2) .32
40 W-F, stubble mulch, 1000 lbs rc (2) .21

41 Spring W, RdL, Sept TP, conv (N & S Dak) (1) .23
42 Winter W, RdL, Aug TP, conv (Kans) (1) .19

43 Spring W, stubble mulch, 750 lbs rc (1) .15
44 Spring W, stubble mulch. 1250 lbs rc (1) .12
45 Winter W, stubble mulch. 750 lbs rc (1) .11
46 Winter W, stubble mulch. 1250 lbs rc (1) .10

47 W-M, conv (2) .054
48 W-M-M, conv (3) .026
49 W-M-M-M, conv (4) .021

1 This table is for illustrative purposes only and is not a complete list of cropping systems or potential Practices. Values of C differ

with rainfall pattern and planting dates These generalized values show approximately the relative erosion-reducing effectiveness of
various crop systems, but Vocationally derived C values should be used for conservation planning at the field level. Tables of local
values are available from the Soil Conservation Service

2 High level is exemplified by long-term yield averages greater than 75 bu. corn or 3 tons grass-and-legume hay; or cotton manage-
ment that regularly provides good stands and growth.

3 Numbers in parentheses indicate number of years in the rotation cycle. No. (1) designates a continuous one-crop system

4 Grain sorghum, soybeans or cotton may be substituted for com in lines 12, 14, 15, 17-19, 21-25 to estimate C values for sod-
based rotations.
Abbreviations defined:

B  -soybeans F - fallow
c - corn M - grass& legume hay
c-k     - chemically killed pl - plant
conv  - conventional W - wheat
cot - cotton wc - winter cover

lbs rc - pounds of crop residue per acre remaining on surface after new crop seeding
%rc - percentage of soil surface covered by residue mulch after new crop seeding
70-50% rc - 70%, cover for C values in first column; 50% for second column
RdR - residues (corn stover, straw, etc. ) removed or burned
RdL - all residues left on field (on surface or incorporated)
TP - turn plowed (upper 5 or more inches of soil inverted, covering residues)
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TABLE III-5

C FACTOR VALUES FOR CONSTRUCTION SITES

(Wischmeier and Smith, 1978)1

Type of Mulch Land Factor Length
mulch rate slope C limit2

None

Straw or hay,

tied down by

anchoring and

tacking

equipment 3

Do.

Crushed stone,

% to lYJ in

Do.

Wood chips

Do.

Do.

Tons per acre Percent

0

1.0

1.0

1.5

1.5

2.0

2.0

2.0

2.0

2.0

2.0

2.0

135

135

135

135

240

240

240

7

7

12

12

12

25

25

25

25

all

1-5

6-10

1.5

6-10

1-5

6-10

11-15

16-20

21-25

26-33

34-50

< 1 6

16-20

21-33

34-50

< 2 1

21-33

34-50

< 1 6

16-20

< 1 6

16-20

21-33

< 1 6

16-20

21-33

34-50

1.0

0.20

.20

.12

.12

.06

.06

.07

.11

.14

.17

.20

.05

.05

.05

.05

.02

.02

.02

.08

.08

.05

.05

.05

.02

.02

.02

.02

Feet
—

200

100

300

150

400

200

150

100

75

50

35

200

150

100

75

300

200

150

75

50

150

100

75

200

150

100

75

1 Developed by an interagency work-

shop group on the basis of field experience and limited research

data.

‘Maximum  slope length for which the specified mulch rate is

considered effective. When this limit is exceeded, either a higher

application rate or mechanical shortening of the effective slope
length is required.

3When the straw or hay mulch is not anchored to the soil, C

values on moderate or steep slopes of soils having K values greater

than 0.30 should be taken at double the values given in this table.
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TABLE III-6

C FACTOR VALUES FOR PERMANENT PASTURE, RANGE AND IDLE LAND

(Wischmeier and Smith, 1978)1

Vegetative canopy Cover that contacts the soil surface

Type and Percent Percent ground cover

hoigh!2 cover3 TYP=4 O 20 40 60 80 95+

No appreciable

canopy

Tall weeds or 25

short brush

with average

drop fall height 50

of 20 in

75

Appreciable brush 25

or bushes, with

average drop fall

height of 6% ft 50

75

Trees, but no 25

appreciable low

brush. Average

drop fall height 50

of 13 ft

75

G

w

G
w

G

w

G

w

G

w

G

w

G

w

G

w

G

w

G

w

0.45 0.20 0.10 0.042 0.013 0.003

.45 .24 .15 .091 .043 .011

.36 .17 .09 .038 .013 .003

.36 .20 .13 .083 .041 .011

.26 .13 .07 .035 .012 .003

.26 .16 .11 .076 .039 .011

.17 .10 .06 .032 .011 .003

.17 .12 .09 .068 .038 .011

.40 .18 .09 .040 .013 .003

.40 .22 .14 .087 .042 .011

.34 .16 .08 .038 .012 .003

.34 .19 .13 .082 .041 .Oll

.28 .14 .08 .036 .012 .003

.28 .17 .12 .078 .040 .011

.42 .19 .10 .041 .013 .003

.42 .23 .14 .089 .042 .011

.39 .18 .09 .040 .013 .003

.39 .21 .14 .087 .042 .011

.36 .17 .09 .039 .012 .003

.36 .20 .13 .084 .041 .011

1 The listed C values assume that the vegetation and mulch ore

randomly distributed over the entire area.

2C0n0py height is measured as the overage fall height of water

drops foiling from the canopy to the ground. Canopy l ffect is in-

versely proportional to drop fall height and is negligible if fall

height exceeds 33 ft.

3Portion of total-area surface that would be hidden from view by

canapy in a vertical projection (a bird’s-eye view).

4 G: cover at surface is grass, grasslike plants, decoying corn.

patted duff, or litter at least 2 in deep.

W: cover at surface is mostly broadleaf herbaceous plants (aS

weeds with little lateral-root network near the surface) or

undecayed residues or both.
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TABLE III-7

C FACTOR VALUES FOR UNDISTURBED FOREST LAND

(Wischmeier and Smith, 1978)

Percent of Area Percent of Area
Covered by Canopy Covered by
of Trees and Duff (litter) at Factor
Undergrowth least 5 cm deep C

3.4.3.1.5

100-75 100-90 0.0001-0.001

70-45 85-75 0.002-0.004

40-20 70-40 0.003-0.009

Supporting Practice Factor

The supporting practice factor P measures the effect of traditional soil conser-

vation practices on cropland erosion. Values of the P factor are given in Table

III-9. Note that two different types of practice factors apply to terracing. For

example, for a double terrace (n=2) on a 6 percent slope, P = 0.5/~= 0.35. The

value indicates the amount of erosion from the soil surface. However, approximately

80 percent of the eroded soil is trapped in the terraces channel and does not leave

the source area. Hence, for purposes of estimating nonpoint source loads, the

practice factor is 0.2(0.35) = 0.07.

3.4.3.2 Single Event Erosion Estimates

Although the USLE was developed for average annual erosion estimates, nonpoint

source studies often require waste loads for specific storm events. When this is the

case, the erosivity term E in Equation 111.11 must be determined for the storms in

question. Three different methods may be used to obtain these erosivities.

Method 1: Direct computation from rainfall intensities.

The most analytical approach involves the use of rainfall intensity data di-

rectly to compute storm kinetic energy and maximum intensities. This procedure, as

described in Wischmeier and Smith (1978) is generally too cumbersome for screening

studies.

Method 2: Design storms.

Wischmeier and Smith (1978) have analyzed rainfall data throughout the United

States to determine frequencies of E values. The results are given in Table 111-10,

and may be used to determine the soil erosion associated with storms of various
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TABLE III-8
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TABLE III-9

PRACTICE FACTORS (P) USED IN UNIVERSAL SOIL LOSS EQUATION

(Stewart et al , 1975)

Land slope (percent)

Practice 1.1-2 2.1-7 7.1-12 12.1-18 18.1-24

(Factor P)

Contouring (Pc) 0.60 0.50 0.60 0.80 0.90

Contour strip cropping (PsC)
R-R-M-M’ 0.30 0.25 0.30 0.40 0.45
R-W- M-M 0.30 0.25 0.30 0.40 0.45
R-R-W-M 0.45 0.38 0.45 0.60 0.68
R-W 0.52 0.44 0.52 0.70 0.90
R-O 0.60 0.50 0.60 0.80 0.90

Contour listing or ridge planting
(F’cl) 0.30 0.25 0.30 0.40 0.45

Contour terracing (P1)2 3 0.6/& O. S/& O. 6/d O. 8/6 0.9/&

No support practice 1.0 1.0 1.0 1.0 1.0

1 R = rowcrop, W = fall-seeded grain, O = spring-seeded grain. M = meadow. The crops are grown in rotation and so arranged on

the field that rowcrop strips are always separated by a meadow or winter-grain strip.
2 Thesep[ values estimate the amount of soil eroded to the terrace channels and are used for conservation planning. For prediction

of off-field sediment, the PI values are multiplied by O.2.
3 n = number of approximately equal-length intervals into which the field slope is divided by the terraces. Tillage operations must

be parallel to the terraces.

return periods. Note that the English units E values given in Table 111-10 must be

multiplied by 1.735 to obtain the metric E used in Equation 111-11.

Method 3 : Erosivities from daily rainfall data.

Richardson et al . (1983) developed a regression equation for erosivity based on

daily rainfall data. Converting their results to the units of E in Equation III-11,

the expected values of E for a daily rainfall R (cm) is:

E = 6.46a R1”81 (III-14)

The coefficient “a” varies with location and season. Richardson et al . (1983) 

determined cool season (October-March) and warm season (April-September) coefficients

for the locations shown in Figure III-12.
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TABLE III-10

EXPECTED MAGNITUDES OF SINGLE-STORM EROSIVITY INDICES (ENGLISH UNITS)

(Wischmeier and

Alabama:
Birmingham . . . . . . . . . . . . . .
Mobile . . . . . . . . . . . . . . .
Montgomery . . . . . . . . . . . . .

Arkansas:
Fort Smith . . . . . . . . . . . . . . .
Little Rock . . . . . . . . . . . . . . .
Mountain Home . . . . . . . . . .
Texarkana . . . . . . . . . . . . . . .

California:
Red Bluff . . . . . . . . . . . . . . . .
San Luis Obispo . . . . . . . . . .

Colorado
Akron .  . . . . . . . . . . . . .
Pueblo . . . . . . . . . . . . . . . .
Springfield . . . . . . . . . . . . . . .

Connecticut
Hartford . . . . . . . . . . . . . . .
New Haven . . . . . . . . . . . . .

District of Columbia . . . . . . . .
Florida:

Apalachicola . . . . . . . . . . . .
Jacksonville . . . . . . . . . . . . .
Miami . . . . . . . . . . . . . .

Georgia:
Atlanta . . . . . . . . . . . . . . .
Augusta . . . . . . . . . . . . .
Columbus . . . . . . . . . . . . .
Macon . . . . . . . . . . . . . .
Savannah  . . . . . . . . . . . . . .
Watkinsville . . . . . . . . . . . . .

Illinois:
Cairo . . . . . . . . . . . . . . . . .
Chicago . . . . . . . . . . . . . . .
Dixon Springs  . . . . . . . . . . .
Molina . . . . . . . . . . . . . . .
Rantoul . . . . . . . . . . . . . . .
Springfield . . . . . . . . . . . . . . .

Indiana:
Evansville . . . . . . . . . . . . . . .
Fort Wayne . . . . . . . . . . . . . .
lndianapolis . . . . . . . . . . . . .
South Bend . . . . . . . . . . . . . .
Terre Haute . . . . . . . . . . . . . .

Iowa:
Burlington . . . . . . . . . . . . . . .
Charles City . . . . . . . . . . . . .
Clarinda . . . . . . . . . . . .
Des Moines . . . . . . . . . . . . .
Dubuque . . . . . . . . . . . . . . . .
Rockwell City . . . . . . . . . . . .
Sioux City . . . . . . . . . . . . . .

43
41
22
51

13
11

22
17
31

23
31
29

87
92
92

49
24
61
53
12
52

29
33
29
39
27
36

24
24
29
26
42

37
33
35
31
43
31
40

77
122
86

65
69
46
73

21
15

36
31
51

22
47
57

124
123
134

67
50
81
72
128
71

63
49
56
50
39
52

38
33
41
41
57

48
47
48
45
63
49
58

110
151
118

101
115
68
105

36
22

63
60
84

50
73
86

180
166
200

92
74

108
99

203
98

101
77
82
89
56
75

56
45
60
65
78

62
68
66
67
91
76
64

140
172
l45

132
158
87
132

49
28

87
88

112

64
96

108

224
201
253

112
94

131
122
272
120

135
101
105
116
69
94

71
56
75
86
96

72
85
79
86

114
101
105

170
194
172

167
211
105
163

65
34

118
127
127

79
122
136

272
236
308

134
118
152
146
358
142

173
129
130
145
82

117

86
65
90

111
113

81
103
94
105
140
129
131

Smith, 1978)

Kansas:
Burlington . . . . . . . . . . . . . .
Coffeyville . . . . . . . . . . . . . .
Concordia . . . . . . . . . . . . . .
Dodge City . . . . . . . . . . . . . .
Goodland . . . . . . . . . . . . . . .
Hays . . . . . . . . . . . . . . . . . . .
Wichita . . . . . . . . . . . . . . .

Kentucky:
Lexington . . . . . . . . . . . . . . . .
Louisville . . . . . . . . . . . . . . . .
Middlesboro . . . . . . . . . . . . .

Louisiana:
New Orleans . . . . . . . . . . . .
Shreveport . . . . . . . . . . . . . . .

Maine:
Caribou . . . . . . . . . . . . . . . . .
Portland . . . . . . . . . . . . . . .
Skowhegan . . . . . . . . . . . . . .

Maryland:
Baltimore . . . . . . . . . . . . . . . .

Massachusetts:
Boston. . . . . . . . . . . . . . . . . .
Washington . . . . . . . . . . .

Michigan:
Alpena  . . . . . . . . . . . . . . .
Detroit . . . . . . . . . . . . . . . . .
East Lansing . . . . . . . . . . . .
Grand Rapids . . . . . . . . . . . .

Minnesota:
Duluth . . . . . . . . . . . . . . . . . .
Fasston . . . . . . . . . . . . . . . . . .
Minneapolis . . . . . . . . . . . . . .
Rochester . . . . . . . . . . . . . . .
Springfield . . . . . . . . . . . .

Mississippi:
Meridian . . . . . . . . . . . .
Oxford . . . . . . . . . . . . . .
Vicksburg . . . . . . . . . . . . .

Missouri:
Columbia . . . . . . . . . . . . . .
Kansas City . . . . . . . . . .
McCredie . . . . . . . . . .
Rolla . . . . . . . . . . . . .
Springfield . . . . . . . . . .
St. Joseph . . . . . . . .

Montana:
Great Falls . . . . . . . . . . . .
Miles City . . . . . . . . . . .

Nebraska:
Antioch . . . . . . . . . . . . . . .
Lincoln . . . . . . . . . . . . . . . . . .
Lynch . . . . . . . . . . . . . . . . . . .
North Platte . . . . . . . . . . . .
Scribner . . . . . . . . . . . . . .
Valentine . . . . . . . . . . . . .

37
47
33
31
26
35
41

28
31
28

104
55

14
16
18

41

17
29

14
21
19
24

21
17
25
41
24

69
48
57

43
30
35
43
37
45

4
7

19
36
26
25
38
18

51
69
53
47
37
51
61

46
43
38

149
73

20
27
27

59

27
35

21
31
26
28

34
26
35
58
37

92
64
78

58
43
55
63
51
62

8
12

26
51
37
38
53
28

69
101
86
76
53
76
93

80
59
52

214
99

28
48
40

86

43
41

32
45
36
34

53
39
51
85
60

125
86

111

77
63
89
91
70
86

14
21

36
74
54
59
76
45

83
128
116
97
67
97

121

114
72
63

270
121

36
66
51

109

57
45

41
56
43
38

72
51
65

105
80

151
l03
136

93
78

117
115
87

106

20
29

45
92
67
78
96
61

100
159
154
124
80

121
150

151
85
73

330
141

44
88
63

133

73
50

50
68
51
42

93
63
78
129
102

176
120
161

107
93

151
140
102
126

26
38

52
112
82
99
116
77
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TABLE III-10 (Continued)

New Hampshire:
Concord . . . . . . . . . . . . . . . . . 18

New Jersey:
Atlantic City . . . . . . . . . . . . 39
Marlboro . . . . . . . . . . . . . . . .29
Trenton . . . . . . . . . . . . . . . . . . 29

New Mexico:
Albuquerque. . . . . . . . . . . . . . 4
Roswell . . . . . . . . . . . . . . . . . 10

New York:
Albany . . . . . . . . . . . . . . . . . . 18
Binghamton . . . . . . . . . . . . . . 14
Buffalo . . . . . . . . . . . . . . . . . . 15
Marcellus . . . . . . . . . . . . . . . . 14
Rochester . . . . . . . . . . . . . . . . 13
Salamanco . . . . . . . . . . . . . . . 15
Syracuse . . . . . . . . . . . . . . . .15 

North Carolina:
Asheville  . . . . . . . . . . . . . . 28
Charlotte. . . . . . . . . . . . . . . . 41
Greensboro . . . . . . . . . . . . . . 37
Raleigh . . . . . . . . . . . . . . . . . . 53
Wilmington . . . . . . . . . . . . . . 59

North Dakota:
Devils lake . . . . . . . . . . . . . . 19
Fargo . . . . . . . . . . . . . . . . . . . 20
Williston . . . . . . . . . . . . . . . . 11

Ohio:
Cincinnati. . . . . . . . . . . . . . . 27
Cleveland . . . . . . . . . . . . . . . 22
Columbiana . . . . . . . . . . . . .20
Columbus . . . . . . . . . . . . . . . 27
Coshocton . . . . . . . . . . . . . . . 27
Dayton. . . . . . . . . . . . . . . . .21
Toledo . . . . . . . . . . . . . . . . . . 16

Oklahoma:
Ardmore . . . . . . . . . . . . . . . . . 46
Cherokee . . . . . . . . . . . . . . . . 44
Guthrie . . . . . . . . . . . . . . . . . . 47
McAlester . . . . . . . . . . . . . . . . 54
Tulsa . . . . . . . . . . . . . . . . . . . . 47

Oregon:
Portland . . . . . . . . . . . . . . . . 6

Pennsylvania:
Franklin. . . . . . . . . . . . . . . . .17
Harrisburg. . . . . . . . . . . . . . .19
Philadelphia . . . . . . . . . . . . .28
Pittsburgh . . . . . . . . . . . . . . . 23
Reading. . . . . . . . . . . . . . . . .28
Scranton . . . . . . . . . . . . . . . . . 23

Puerto Rico:
San Juan . . . . . . . . . . . . . . . . 57

Rhode lsland:
Providence . . . . . . . . . . . . . . . 22

27

55
57
48

6
21

26
24
23
24
22
21
24

40
63
51
77
87

27
31
16

36
35
26
40
45
30
26

71
59
70
82
69

9

24
25
39
32
39
32

87

34

45

77
85
76

11
34

38
36
36
38
38
32
38

58
100
74

110
129

39
54
25

48
53
35
60
77
44
42

107
80
105
127
100

13

35
35
55
45
55
44

131

52

62

97
111
102

15
45

47
47
49
49
54
40
51

72
131
92

137
167

49
77
33

59
71
41
77

108
57
57

141
97

134
165
127

15

45
43
69
57
68
53

169

68

79

117
136
131

21
53

56
58
61
62
75
49
65

87
164
113
168
206

59
103
41

69
86
48
94

143
70
74

179
113
163
209
154

18

54
51
81
67
81
63

216

83

South Carolina:
Charleston . . . . . . . . . . . . . . 74
Clemson . . . . . . . . . . . . . . . . 51
Columbia . . . . . . . . . . . . . . . 41
Greenville. . . . . . . . . . . . . . . 44

South Dakota:
Aberdeen . . . . . . . . . . . . . . . . 23
Huron . . . . . . . . . . . . . . . . . . . 19
Isabel . . . . . . . . . . . . . . . . . . . 15
Rapid City . . . . . . . . . . . . . . . 12

Tennessee:
Chattanoogo . . . . . . . . . . . . . 34
Knoxville. . . . . . . . . . . . . . . . . 25
Memphis . . . . . . . . . . . . . . . . . 43
Nashville . . . . . . . . . . . . . . . . . 35

Texas:
Abilene . . . . . . . . . . . . . . . . . 31
Amarillo . . . . . . . . . . . . . . . . 27
Austin . . . . . . . . . . . . . . . . . . . 51
Brownsville . . . . . . . . . . . . . . . 73
Corpus Christi . . . . . . . . . . . 57
Dallas . . . . . . . . . . . . . . . . . . . 53
Del Rio . . . . . . . . . . . . . . . . . . 44
El Paso . . . . . . . . . . . . . . . . . 6
Houston . . . . . . . . . . . . . . . . . 82
Lubbock . . . . . . . . . . . . . . . . . 17
Midland . . . . . . . . . . . . . . . . . 23
Nocogdoches . . . . . . . . . . . .77
San Antonio . . . . . . . . . . . . . 57
Tample . . . . . . . . . . . . . . . . . . 53
Victoria . . . . . . . . . . . . . . . . . 59
Wichita Falls . . . . . . . . . . . . . 47

Vermont:
Burlington . . . . . . . . . . . . . . .15

Virginia:
Blacksburg. . . . . . . . . . . . . . 23
Lynchburg . . . . . . . . . . . . . . . 31
Richmond . . . . . . . . . . . . . . . . 46
Roanoke . . . . . . . . . . . . . . . . . 32

Washington:
Spokane . . . . . . . . . . . . . . . .3

West Virgina:
Elkins . . . . . . . . . . . . . . . . . . . 23
Huntington . . . . . . . . . . . . . .18
Parkersburg. . . . . . . . . . . . . .20

Wisconsin:
Green Bay . . . . . . . . . . . . . . 18
LcCrosse . . . . . . . . . . . . . . . . 46
Madison . . . . . . . . . . . . . . . . 29
Milwaukee . . . . . . . . . . . . . . . 25
Rice Lake . . . . . . . . . . . . . . . . 39

Wyoming:
Casper . . . . . . . . . . . . . . . . . . 4
Cheyenne . . . . . . . . . . . . . . . . 9

106
73
59
65

35
27
24
20

49
41
55
49

49
47
80

113
79
82
67
9

127
29
35

103
82
78
83
63

22

31
45
63
33

4

31
29
31

26
67
42
35
45

7
14

154
106
85
96

55
40
38
34

72
68
70
48

79
80
125
181
114
126
108
15

208
53
52
138
122
123
116
86

35

41
66
86
48

7

42
49
46

38
99
61
50
70

9
21

196
133
106
124

73
50
52
48

93
93
82
83

103
112
169
245
146
166
144
18

275
77
69

164
155
162
146
106

47

48
83

102
61

8

51
69
61

49
125
77
62
92

11
27

240
163
132
153

92
61
67
64

114
122
91
99

138
150
218
312
171
213
182
24

359
103
85

194
193
206
178
123

58

56
103
125
73

11

60
89
76

59
154
95
74
119

14
34
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FIGURE III-12 VALUES OF “A” FOR EQUATION III-14
(RICHARDSON ET AL, 1983)
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When cropland erosion estimates are made for single storm events, the cover/

management factor should in principle be selected for the crop stage corresponding to

the time of year in which the storm occurs. The procedures for estimating seasonal

C values as described in Wischmeier and Smith (1978) require crop development in-

formation which is usually not available in screening studies, and hence the annual C

values given in Table III-4 are often used for single event estimates.

Soil Erosion Computations

Compare annual soil erosion values in central Michigan and southern Louisiana

for a corn field with the following characteristics:

c Soil:  silt loam, 4% organic matter

o Slope:  6%, 100 m length

a Moderate productivity, residues left, fall turn-plowed

conventional management

For both locations, determine annual soil erosion with no conservation practices

and with contouring.

Solution:

Soil erosion is determined by Equation III-11:

X = 1.29 E (K) (ls) C (P)

From Figure 111-10, erosivities (in English units) for the two locations are

approximately 100 (Michigan) and 500 (Louisiana). Multiplying by the metric

conversion 1.735, we have E = 174 and 868. Other parameters are:

K = 0.33 (Table III-3)

C = 0.52 (Table III-4, line 3).

From Table III-9, P = 0.5 for contouring and 1.0 with no practices.

The 6 percent slope corresponds to e= tan-1(0.06)  = 3.43° (Equation

111-13) and the ls factor from Equation 111-12 is:

ls = [0.045(100)]0.5 (65.41 sin2 3.43 + 4.56 sin 3.43 + 0.065)

= 1.21.

Thus 1.29 (K)(ls)C(P) = 0.268 without contouring and 0.134 with contouring.

Soil erosion for the two locations and practices:

No practice Contouring

Michigan 46.6 t/ha 23.3 t/ha

Louisiana 232.6 t/ha 116.3 t/ha
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3.4.3.3 Watershed Sediment Yield

3.4.3.3.1 Annual Yields

Watershed sediment yield due to surface erosion is:

Y = ‘d ; ‘k ‘k (III-15)

where

Y = annual sediment yield (tonnes/yr)

‘k = erosion from source area k as given by Equation III-11 (t/ha)

‘k = area of source area k (ha)

‘d = watershed sediment delivery ratio.

The sediment delivery ratio Sd is a factor which accounts for the attenuation

of sediment through deposition and filtering as it travels from source areas to the

watershed outlet. Although a number of different relationships have been proposed

for Sd, the simple function of watershed drainage area given in Figure III-13

remains the most generally accepted procedure.

3.4.3.3.2 Seasonal Yields

Equation III-15 is appropriate for annual sediment yields and should not be

used to determine event or seasonal watershed sediment yields. Large watershed

sediment yields often do not coincide with major erosion periods. For example, in

the eastern United States, most soil erosion is caused by late spring and summer

intense rainstorms, but most sediment discharge occurs during late winter and early

spring runoff. The reason for this is that runoff during erosive periods is often

insufficient to transport eroded soil far from a source area. Subsequent large

events “flush” portions of the accumulated sediment from the watershed drainage

network.

Although general procedures are not available for estimating seasonal sediment

yields, the following approach produced satisfactory results for an 850 km2

watershed in upstate New York (Haith et al., 1984).

Sediment yield in month m, Ym (tonnes), is assumed to be proportional to

Q:”2 where ~ is the watershed runoff (cm) during month m. The annual

sediment yield Y, as given in Equation III-15, is likewise proportional to QT,

where

QT = : 4*2m= 1
(III-16)
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FIGURE III-13 SEDIMENT DELIVERY RATIO AS A FUNCTION OF
WATERSHED DRAINAGE AREA (VANONI, 1975)

Thus :

Yin/Y= Q;”2/QT

or

Ym = ~“2 Y/QT

Equation III-17 was used to estimate monthly

period for the 850 km2 West Branch Delaware River

(III-17)

sediment yields over a 25-month

Basin in upstate New York.

Comparisons with measured sediment yields indicated that the estimated mean monthly

sediment yield was within 12 percent of the observed value. Based on correlations

between monthly estimated and observed sediments yields, Equation III-17 explained 92

percent of the observed monthly variations (Haith et al ., 1984).

3.4.4 Chemical Loading Functions for Rural Runoff

As suggested in Section 3.4.1, loading functions for rural runoff are equations

that multiply dissolved and solid-phase pollutant concentrations by volume or mass

fluxes of runoff water or sediment, respectively (Equations III-1 and III-2).

Procedures for calculating runoff and sediment yield were described in Sections 3.4.2

and 3.4.3. It now remains to outline procedures for determining pollutant concen-

trations in runoff and sediment.
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The principal pollutants in rural runoff are nutrients (nitrogen and phosphorus),

heavy metals and synthetic organic pesticides. Although most of these chemicals have

both solid and dissolved phases it is convenient to divide them into three categories,

based on their main transport phase in runoff:

o Solid phase; chemicals which are strongly associated with sediment.

@ Dissolved phase; chemicals which are dissolved in runoff.

* Distributed phase; significant chemical quantities are transported in

both solid-phase and dissolved forms.

Loading functions for the first two categories are straightforward; empirical esti-

mates are used for the chemical concentrations. Runoff of distributed-phase chemi-

cals is more difficult to model since dissolved and solid-phase concentrations are

influenced by adsorption equilibrium phenomena.

Solid-phase chemicals include organic nitrogen, particulate phosphorus and heavy

metals. The assignment of metals to this category is arbitrary, since dissolved

forms are often present under acidic conditions. However, it is assumed here that

the primary sources of metals in rural runoff are metal-based pesticides which are

tightly bound to soil particles (Weber, 1975).

The dissolved chemical group includes only inorganic nitrogen and soluble

phosphorus. Inorganic nitrogen in drainage is mostly nitrate-nitrogen, and this ion

does not adsorb to soil particles. Phosphorus is a special case. Most phosphorus in

runoff is solid-phase, but dissolved phosphorus is directly available to plants and

algae and hence cannot be neglected in eutrophication studies. The loading functions

for solid-phase and dissolved phosphorus are operational means of describing complex

soil chemistry. There is a continuous set of reactions that relate fixed, adsorbed

and soluble phosphorus forms. Although it is possible to model this behavior (Donigian

and Crawford, 1976; Knisel, 1980; Tubbs and Haith, 1981), such models are neither

simple nor especially accurate.

Distributed-phase chemicals include most organic pesticides. Models for runoff

of these chemicals are considerably more complex than the solid-phase and dissolved

chemical loading functions. Indeed, the term "loading function" is used advisedly,

since models of these adsorbed chemicals are comparable to the continuous simulation

models discussed in Section 3.3.

3.4.4.1 Loading Functions for Solid-Phase Chemicals (Organic Nitrogen, Particulate

Phosphorus, Heavy Metals)

The loading function for solid-phase chemicals in runoff from a source

area is:

LS = 0.001 Cs X (III-18)
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where

LS = solid-phase chemical load in runoff (kg/ha)

Cs = concentration of chemical in eroded soil (sediment) (mg/kg)

X = soil loss (t/ha).

The “0.001” in Equation 111-18 is a dimensional conversion constant. Soil loss is

given by the Universal Soil Loss Equation (Equation III-11) on either an annual or

single event basis. In determining a source area’s contribution to watershed chemical

loading, LS must remodified by a sediment delivery ratio (Section 3.4.4.1.2).

Equation III-18 is often considered to be an estimate of total chemical load

rather than just the solid-phase portion. The assumption is essentially correct for

heavy metals since they are tightly bound to soil particles. Moreover since most

soil nitrogen is in the solid-phase organic form and most soil phosphorus is partic-

ulate, solid-phase nutrient loads will generally be a very large portion of total

loads.

3.4.4.1.1 Solid-Phase Chemical Concentrations

The concentration Cs is best determined by direct measurement. Samples

may be taken of sediment depositions in fields and drainage ditches. These samples

are subsequently analyzed for total concentrations of heavy metals, organic nitrogen

or particulate phosphorus in the sediment. Streamflow suspended solids samples in

rural watersheds free of point sources and urban drainage may also be used. When

sediment sampling is infeasible, procedures described in the following subsections

may be used to obtain approximate concentration estimates.

3.4.4.1.1.1 Organic Nitrogen and Particulate Phosphorus

Nitrogen and phosphorus concentrations in eroded soil are generally larger than

comparable concentrations in uneroded or in situ soil. This is due to the selective

nature of the erosion process. Lighter organic matter and clay particles are more

readily eroded than heavier sand and silt. Since nutrients tend to be associated

with these light particles, sediment is “enriched” with nutrients compared to the

soil from which it originates. A sediment nutrient concentration can thus be related

to the comparable concentration in

where

en = nutrient enrichment ratio

Ci = nutrient concentration in in situ soil (mg/kg).

soil by an enrichment ratio:

Cs = en Ci (III-19)

Soil nutrient concentrations are sometimes available from soil surveys or

extension specialists. Nitrogen concentrations may be inferred from soil organic
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matter percentages by assuming that organic matter is 5 percent nitrogen (Brady,

1974). Thus, for nitrogen Ci x 0.05(% 0M/100)106 = 500 (% OM), where % OM is

percent organic matter in the soil.

Very rough estimates of soil nutrient concentrations can be obtained from the

general maps shown in Figures 111-14 and 15. Figure 111-15 indicates soil content of

P205 which is 44 percent phosphorus. To use Figures 111-14 and 15, we note

that 1% = 10,000mg/kg, and hence for

Nitrogen: Ci = (% N)104

Phosphorus: Ci = 0.44 (% P205)104.
Although these nutrient concentrations are for total nitrogen and phosphorus,

they may be used for organic nitrogen and particulate phosphorus since these nutrient
forms are so dominant in the soil.

Nutrient enrichment ratios are in principle event-specific, since they are

related to the degree of erosion which occurs during a storm. With very small

storms, only the finest soil particles are eroded, and the enrichment ratio is high.

Conversely, large storms erode all soil particles, and the enrichment ratio approaches

one. Based on analyses of many field studies of nutrient transport, Menzel (1980)

suggested the relationship:

en = 7.39/Sed0*2 (III-20)

in which Sed is the sediment discharge (kg/ha) during the storm event. Equation

111-20 gives values of en ranging from 2.94 at Sed = 100 kg/ha to 1.35 at

Sed = 5000 kg/ha.

Equation 111-20 can be used directly for single storm loading estimates by

letting Sed = 1000 X, since the units of soil loss X are tonnes/ha. The equation is

not suitable for annual loads. For these loads, a midrange value of en = 2.0 is

appropriate (Haith and Tubbs, 1981). In summary:

(

2.0 for annual loadsen =
7.39/(1000 x)0”2 for single event loads

(III-21)

For very large soil losses (X > 22 t/ha), Equation 111-21 will give en < 1.0 for an

event. When this occurs, en should be set equal to 1.0.

3.4.4.1.1.2 Heavy Metals

The U.S. Geological Survey has analyzed soil samples from 863 sites in

the United States for heavy metals. The results, as summarized by McElroy et al .

(1976), are given in Table III-11. These concentrations may be used directly as Cs

in Equation III-18 since 1 ppm = 1 mg/kg, and it may be assumed that no metals

enrichment of sediment occurs (McElroy et al ., 1976).
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FIGURE III-14 NITROGEN IN SURFACE FOOT OF SOIL (PARKER, ET AL , 1946)

FIGURE III-15 PHOSPHORUS (AS P205) IN THE SURFACE FOOT OF SOIL
(NOTE: P205 Is 44% PHOSPHORUS) (PARKER ET AL , 1946)
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TABLE III-11

HEAVY METAL CONCENTRATIONS IN SURFICIAL MATERIALS IN THE UNITED STATES

(McElroy et al , 1976)

Element

Arsenic
Barium
Cadmium
Cerium
Chromium
Cobalt
Copper
Iron
Gallium
Germanium
Gold
Hafnium
Iridium
Lanthanum
Lead
Manganese
Molybdenum
Neodymium
Nickel
Niobium
Palladium
Platinum
Rhenium
Scandium
Strontium
Tantalum
Tellurium
Thallium
Thorium
Titanium
Uranium
Vanadium
Ytterbium
Yttrium
Zinc
Zirconium

Total

Arithmetic analysis
Average
( p p m )

--
554
--
86
53
10
25

25,000
19
--
--
--
--
41
20

560
< 3
45
20
13
--
--
--
10

240
--
--
--
--

3,000
--
76
4

29
54

240

30,099

Note: “--” indicates

Range
(ppm)

< 1,000
15-5,000
< 20
< 150-300
1-1,500
< 3-70
< 1-300
100-100,000
< 5-70
< 10
< 20
< 100
< 10
< 30-200
< 10-700
< 1-7,000
< 3-7
< 70-300
< 5-700
< 10-100
< 1
< 30
< 30
< 5-50
< 5-3,000
< 200
< 2,000
< 50
< 200
300-15,000
< 500
< 7-500
< 1-50
< 10-200
< 25-2,000
< 10-2,000

Geometric means
Conterminous West of 97th East of 97th

U.S. meridian meridian
(pp )m (ppm) (ppm)

-- -- --
430 560 300
-- -- --
75 74 78
37 38 36
7 8 7

18 21 14
18,000 20,000 15,000

14 18 10
-- -- --
-- -- --
-- -- --
-- -- --
34 35 33
16 18 14

340 389 285
-- -- --
39 36 44
14 16 13
12 11 13
-- -- --
-- -- --
-- -- --
8 9 7

120 210 51
-- -- --
-- -- --
-- -- --
-- -- --

2,500 2,100 3,000
-- -- --
56 66 46
3 3 3

24 25 23
44 51 36
200 170 250

21,991 23,858 19,263

a11 analyses showed element to be below detectable limits.
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3.4.4.1.2 Watershed Loads of Solid-Phase Chemicals

The annual watershed load of a solid-phase chemical in rural runoff is the sum

of the attenuated runoff loads from all source areas in the watershed. Since these
chemicals travel with sediment, attenuation (i.e., transport loss) is described by

the sediment delivery ratio, Sd:

WLS = Sd z LSk Ak
k

= 0.001 Sd z Csk Xk Ak
k

(III-22)

where

WLS = annual watershed solid-phase chemical load in rural runoff (kg/yr)

LSk = solid-phase chemical load in runoff from source area k (kg/ha)

‘k = area of source area k (ha)

Cs k = solid-phase chemical concentration in eroded soil (sediment) from

source k (mg/kg)

‘k = soil loss from source area k (t/ha).

Single event loads cannot be estimated by Equation III-22 due to the sediment

transport variations discussed in Section 3.4.3.3.2. However, seasonal loads may be

calculated by assuming them to be proportional to seasonal sediment yields. From

Equation III-17, we know that the ratio of monthly watershed sediment yield Ym

to annual yield Y is:

Ymly =C#”2/C!T (III-17)

where ~ is watershed runoff in month m(cm) and QT is given by Equation 111-16.

Thus if WLS is the annual chemical load given by Equation III-22, then WLSM,

the load (kg) in month m, is:

WLSm = (Ym/Y)WLS (III-23)

In many watersheds, the concentration of a chemical in sediment is relatively

uniform, and hence Csk the same for all source areas. For this case, Equation

III-23 reduces to:

WLSM = (Yin/Y) 0.001 Sd Csy )(k Ak

= (Yin/Y) 0.001 Cs Y

or

WLSM = 0.001 Cs Ym (III-24)
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Thus when soil chemical concentrations are uniform, monthly chemical loads can be

obtained directly from monthly sediment loads.

Watershed Sediment and Phosphorus Loads

The West Branch Delaware River is an 85,000 ha watershed in south-central New

York that drains into Cannonsville Reservoir. Soil erosion is

source to the reservoir. Major land uses contributing erosion

Land Use Area (ha) Mean K(ls)CP

Corn 3,430 0.214

Hay 13,085 0.012

Pasture 5,093 0.016

Inactive Agricultural 3,681 0.017

Logging Roads 20 0.217

Determine:

a) Average annual sediment yield (tonnes/yr)

a major phosphorus

are as follows:

b) Average annual solid-phase phosphorus input to the reservoir (kg/yr)

Solution:

a) Average annual sediment yield is given by Equations III-15 and III-11:

Y= SdZXk Ak
k

(III-15)

‘k = 1.29 E (K) (ls) C (P) (III-11)

There are five different source areas, each with their associated K (ls) C

(P) values. Rainfall/runoff erosivity is approximately 125 (Figure III-10).

Converting to metric units:

E = 1.735(125) = 217.

Soil erosion Xk, from each source area is:

l Corn: 1.29(217) 0.214 = 59.9 t/ha

l Hay: 1.29(217) 0.012 = 3.4 t/ha

l Pasture: 4.5 t/ha

* Inactive Agriculture: 4.8 t/ha

@ Logging Roads: 60.7 t/ha
The sediment delivery ratio Sd is approximately 0.065 for an 850 km2
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watershed (Figure III-13). Sediment yield is:

Y = 0.065 [59.9(3430) + 3.4(13,085) + 4.5(5,093)

+ 4.8(3681) + 60.7(20)]

= 18,960 tonnes/yr

b) Phosphorus load is:

LS = 0.001 SdZ Csk Xk Ak
k

(III-22)

Since no other information is available, phosphorus concentrations are obtained

from Figure 111-15. New York soils are 0.10 - 0.19 percent P205. Using a mid-

range value of 0.15 percent and recalling that P O is 44 percent phosphorus,25
we obtain a soil phosphorus level of:

Ci = 0.44(0.15) 104

= 660mg/kg

Using an enrichment ratio of 2.0 (Equation III-21), Cs = 2.0 (660) = 1320

mg/kg.

We must assume that Cs is the same for all source areas and hence:

LS = ().001 Cs Sdt Xk ‘k

= 0.001 Cs Y

= 0.001(1320)(18,960) = 25,000kg/yr.

3.4.4.2 Loading Functions for Dissolved Chemicals (Inorganic Nitrogen and Soluble

Phosphorus)

The loading function for dissolved nutrients in runoff from a source area

is:

LD = O.l Cd Q (III-25)

where

LD = dissolved chemical load in runoff (kg/ha)

Cd = concentration of dissolved chemical in runoff (mg/l)

Q = runoff from source area (cm).

The “0.1” in Equation III-25 is a dimensional conversion constant. For event

loads, Q is given by Equation III-3. The loading function may also be used for

annual loads provided annual runoff values such as those shown in Figure III-9 are

available.
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3.4.4.2.1 Dissolved Nutrient Concentrations

Concentrations of dissolved nutrients in runoff vary with soil cover. Representa-

tive concentrations are given in Table III-12. Concentrations for fallow, corn,

small grains, hay and pasture are flow-weighted average concentrations measured in

runoff over several years from large field sites in South Dakota (Dornbush, et al .,

1974). Forest concentrations are the National Eutrophication Survey values for

inorganic nitrogen and orthophosphorus given in Figures III-4 and 5 for 90% forested

watersheds.

In the northern U.S., cropland which has manure left on the soil surface,

particularly during snowmelt, is likely to have significantly higher dissolved

nutrient concentrations in runoff than unmanured cropland. The concentrations for

manured fields given in Table III-12 should be used for snowmelt runoff from fields

which have received winter applications of manure,

Although the representative concentrations given in Table III-12 should be

replaced by local data whenever possible, such data are unavailable in most water

quality screening studies. However, since the concentrations in Table III-12 are

comparable to other values reported in the literature (see for example Baker, 1980),

it is unlikely that use of the representative concentrations would produce large

errors in loading estimates.

Single Event Runoff, Sediment and Nitrogen Load

During the growing season a 7.0 cm rainstorm falls on the Lousiana cornfield

described in Example III-3. The field has an area of 10 ha and is planted in
straight rows. The soil is in hydrologic Group B and is in poor hydrologic

condition. This storm was preceded by 5.5 cm of rain four days previously.

From Example III-3, the soil has an organic matter content of 4 percent and the

USLE parameters for this field are:

K= 0.33, ls = 1.21, C = 0.52 and P = 1.0

Determine:

a) Storm runoff (cm)

b) Soil loss (tonnes)

c) Solid-phase and dissolved nitrogen in runoff (kg).

Solution:

a) Runoff is given by the Curve Number Equation (Equation III-3). The

curve number for straight row, poor hydrologic condition, soil B is CN2

= 81 (Table III-l). According to Table III-2, the preceding 5.5 cm of
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TABLE III-12

REPRESENTATIVE DISSOLVED NUTRIENT CONCENTRATIONS IN RURAL RUNOFF

Nitrogen Phosphorus
Soil Cover (mg/l) (mg/l)

Fallowa 2.6 0.10
Corna 2.9 0.26
Small Grainsa 1.8 0.30
Haya 2.8 0.15
Pasturea 3.0 0.27
Inactive Agricultureb

Eastern U.S. 1.6 0.14
Midwest 1.5 0.14
West 1.5 0.14

Forestc
Eastern U.S. 0.19 0.006
Midwest 0.06 0.009
West 0.07 0.012

Snowmelt Runoff from Manured Fieldsd

Fallow 12.2 1.9
Corn 12.2 1.9
Small Grains 25.0
Hay 36.0 ::;

aDornbush et al (1974)

bAverage of pasture and forest

Chernik (1977). See Figures III-4,5

dGilbertson et al (1979). These concentrations are asso-
ciated with winter manure spreading.

rain places the field in antecedent moisture condition III, and hence

the relevant curve number is CN = CN3. From Equation III-7:

CN3 = 81/[0.4036 + 0.0059(81)] = 91.9

The retention parameter (Equation III-4) is:

S = 2540/91.9 - 25.4 = 2.24 cm

Runoff Q is:

Q = [ 7 - 0.2(2.24)]2/[7 +0.8(2.24)]

= 4.9 cm

b) Soil loss is given by the USLE:

X= 1.29(K)(ls)C(P) (III-11)
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where in this case E is the event erosivity given by Equation 111-14:

E = 6.46 a R1”81

The nearest location for the “a” value is State College, Mississippi

(Figure 111-12), which has a warm season value of a = 0.51. Erosivity

is thus:

E = 6.46( 0.51) (7)1”81 = 112

Soil loss is:

X= 1.29(112)0.33(1.21)0.52(1)

= 30 t/ha

Over 10 ha, the loss is 30(10) = 300 tonnes.

c) Solid-phase nitrogen loss (kg/ha) is:

LS = 0.001 CsX (III-18)

where

and

Cs = en Ci (III-19)

en = 7.39/(looox)0”2 (III-21)

As described in Section 3.4.4.1.1.1, soil nitrogen concentration Ci

(mg/kg) can be estimated by assuming that organic matter is 5 percent

nitrogen. The field’s 4 percent organic matter gives a nitrogen concen-

tration of:

Ci = 0.05(0.04)106 = 2000 mg/kg

The enrichment ratio for the storm is:

en = 7.39/[1000(30)]0”2  = 0.94

Since this is less than 1.0, we set en = 1.0, and the solid-phase

nitrogen concentration in sediment is:

Cs = 1.0 Ci = 2000 mg/kg

The solid-phase nitrogen load is:

LS = 0.001(2000)(30) = 60kg/ha

or 600 kg for the 10 ha field.

The dissolved nitrogen load is:
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LD = 0.1 CdQ (III-25)

where from Table 111-12, Cd = 2.9 mg/l for corn. Hence:

LD = 0.1(2.9)(4.9) = 1.4 kg/ha

or 14 kg for the 10-ha field,

3.4.4.2.2 Watershed Loads of Dissolved Chemicals

Since all runoff from watershed source areas is transported to the watershed

outlet (see Section 3.4.2.4), it is assumed that dissolved nutrient loads are not

attenuated. Watershed load is thus the sum of the source area loads:

WLD = O.lZ Cdk Qk Ak (III-26)
k

where

WLD = annual or event watershed dissolved chemical load in rural runoff

(kg)

Cdk = dissolved chemical concentration in runoff from source area

k (mg/l)

Qk = runoff from source area k (cm)

‘k = area of source area k (ha).

3.4.4.3 Loading Functions for Distributed Phase Chemicals (Pesticides)

Runoff of pesticides can be described by the same general loading functions used

for nutrients and metals (Equations III-18 and III-25). However, the estimation

of dissolved and solid-phase concentrations is more difficult for pesticides. Al 1

pesticides are adsorbed to some extent by soil particles, and hence dissolved and

solid-phase concentrations cannot be determined independently. Also, these concen-

trations are dynamic, since pesticides are decomposed or decayed by photochemical,

chemical, and microbiological process. Decay rates are often sufficiently high that

most of a pesticide will have decomposed within several weeks of application. A

final complicating factor is the large number of pesticide compounds currently in

use, each with its own properties and characteristic behavior in the soil.

It follows that pesticide concentrations in runoff cannot be estimated by simple

empirical methods, since they depend on the relative timing of applications and storm

events, and the specific adsorption and degradation properties of the pesticide.

However relatively simple equations can be used to describe the adsorption and decay

phenomena, and calculations can be made for each storm event following a pesticide

application. The following subsections describe such a model and also provide model
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parameters for a large number of pesticides. The model estimates pesticide load
runoff events from a source area; i.e., a small catchment with uniform soil,

hydrologic and chemical characteristics. Methods are not available to aggregate

these source area loads into total watershed load.

3.4.4.3.1 Pesticide Runoff Model

The pesticide runoff model developed by Haith (1980) is based on a pesticide

mass balance of the surface centimeter of soil. On day t after a pesticide applica-

tion P. (g/ha) to the surface soil

‘t

where

‘t = pesticide in surface centimeter on day t (g/ha)

ks = pesticide decay rate (day-1)

APt = additional pesticide application (if any) on day t (g/ha)

layer, the pesticide content is:

= P. exp(-kst) +APt (III-27)

Equation III-27 is a standard exponential or first-order decay model.

If a previous storm and/or pesticide application was made on some day T prior

to day t, then:

‘t = P~exp [ks(t-T)] +APt

where

P: = pesticide content after storm event or application on day T (g/ha).

Total pesticide Pt is divided into adsorbed (solid-phase) and dissolved forms

based on a linear adsorption equilibrium relationship.

‘t = At + Dt

(III-28)

(III-29)

and

(III-30)at = ‘D ‘t
where

\ = adsorbed (solid-phase) pesticide in surface centimeter on

day t (g/ha)

‘t = dissolved pesticide in surface centimeter on day t (g/ha)

at = adsorbed pesticide concentration on soil particles (mg/kg)

‘t = dissolved pesticide concentration in solid water (mg/l)

‘D = pesticide partition or distribution coefficient (l/kg).

If a rainfall or snowmelt event sufficient to fill the surface layer’s volumetric
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available water capacity w (cm/cm) occurs on day t, then Dt is given by 100 w

dt and ~ is 100b at where b is the surface soil bulk density (g/cm3).

Substituting these relationships into Equations III-29 and 111-30 produces:

At = [1/(1 +W/KDb)]pt (III-31)

and

Dt = [1/(1 + KDb/w)]Pt (III-32)

If runoff occurs on day t, portions of At and Dt will be removed by water

and sediment movement. The solid-phase loss is the product of adsorbed concentration

and soil loss. Since at = /$/lOOb, we have

Pxt = (At/lOOb)Xt (III-33)

where

P$ = solid-phase pesticide in runoff on day t (g/ha)

% = soil loss (sediment) in runoff on day t (t/ha).

Dissolved pesticide losses are distributed into runoff, percolation and a residual

which remains in the surface layer after a storm. These components are assumed

proportional to the distribution of rainfall Rt (cm) plus snowmelt Mt (cm)

into runoff, percolation, and available soil water. Considering only events for

which Rt + Mt > w, runoff loss of dissolved pesticide is:

(III-34)PQt = [Qt/(Rt  +Mt)] Dt

where

Pq = dissolved pesticide in runoff on day t (g/ha)

Qt = runoff on day t (cm).

Assuming that the surface layer is dry prior to the event, percolation loss of

dissolved pesticide from the layer is [(Rt +Mt - Qt - w)/(Rt +Mt)]Dt, and

dissolved pesticide remaining in the soil after the event is [w/(Rt +Mt)] Dt.

Pesticide remaining in the surface layer is:

%+ = ‘t - ‘% - [l-w/ (r$+Mt)] Dt (III-35)

Equations III-33 and III-34 are the basic loading functions for solid-phase

and dissolved pesticide in ’runoff. For the solid-phase loads, \ in Equation

III-33 is the eroded soil from the source area

Equation, (Equation 111-11). The remainder of
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the pesticide concentration in eroded soil or sediment. In the dissolved pesticide

loading function, Equation III-34, Qt is runoff from the source area determined

by the Curve Number Equation (Equation III-3), and Dt/(Rt + Mt) is the dissolved

pesticide in runoff. These loading functions are of the same form as the solid-phase
and dissolved chemical loading functions of Sections 3.4.4.1 and 3.4.4.2.

3.4.4.3.2 Computational Steps

The pesticide runoff model is implemented by a set of sequential computations:

1. The day of initial pesticide application is designated t = O and P.

is set equal to the application to the surface centimeter (g/ha).

2. On each day t = 1,2,... following application, a check is made to see if

an “event” occurs. An event is either (i) a new pesticide application

or (ii) a precipitation (rain + melt) amount exceeding the soil’s

available water capacity. If no event occurs, the computations proceed

to the next day. If there is an event, the current pesticide content of

the soil is determined by Equation III-28.

3. If Rt + Mt > w, then pesticide leaching will occur, and the

following steps are required:

a. Dissolved pesticide Dt is obtained from Equation III-32.

b. Runoff Qt is computed by Equation III-3. If Qt = O,

go to step e.

c. Dissolved pesticide runoff PQt is determined from Equation III-34.

d. Adsorbed (solid-phase) pesticide runoff PXt is obtained from

Equation 111-33 with soil loss Xt given by Equation 111-11

and adsorbed pesticide At given by Equation 111-31.

e. Soil pesticide level is updated to P; by Equation III-35.

Note that Equation III-35 may predict substantial pesticide losses

in percolation even if no runoff occurs and hence P\ and

PQt are both zero.

These computational steps are repeated for subsequent days following a storm until

the surface pesticide level Pt becomes negligible. Often the combined effects of

decay and leaching will remove virtually all pesticide from the surface layer within

several weeks of application.

3.4.4.3.3. Data for the Pesticide Runoff Model

Four types of data are required for pesticide runoff calculations:  daily

weather records, Universal Soil Loss Equation parameters and runoff curve numbers,

soil properties and pesticide parameters. The first two categories have been dis-

cussed in previous sections. The soil properties needed are available water capacity

(w) and bulk density (b). These parameters are often given in county soil surveys.
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Representative values of w and b for several soil textures are given in Table 111-13.

These data are mean bulk densities for 207 soils and mean available water capacities

for 154 soils reported by Baes and Sharp (1983).

Pesticide application rates, timing, and mode of application cannot be general-

ized. This information can only be obtained from local or regional pest control

specialists. Mode of application refers to surface applied versus soil incorporated

pesticide. The model describes pesticide behavior into the surface centimeter of

soil and hence the application P. or APt are the chemical additions to that

surface layer. For example, if 3000 g/ha of pesticide is applied to the soil and

incorporated to a depth of 5 cm (2 in.), the application rate for the surface layer

is 3000/5 = 600 g/ha (assuming complete mixing in the soil). Conversely, if the

pesticide is left on the soil surface, the entire 3000 g/ha is contained in the

surface centimeter.

3.4.4.3.3.1 Pesticide Partition Coefficients

Pesticide adsorption is generally considered to be related to soil organic

matter. A general relationship given by Rao and Davidson (1980) is:

‘D = KOC (%OC/100) (III-36)

where

‘Oc = pesticide partition coefficient for organic carbon

%OC = organic carbon of the soil, measured as a %.

Table III-14 lists KOC values which have been summarized by Rao and Davidson

(1982) from a number of studies. The table entries are means and coefficients of

variation (standard deviation/mean, as a percent). The mean values can be used to

estimate a partition coefficient for any soil. For example, the KD value for

atrazine in a soil with 2 percent organic carbon is:

‘D = 163 (2/100) = 3.26

Soil organic matter percentage, %OM, is often more readily available than %OC.

In such cases, %OC may be estimated as 59 percent of organic matter (Brady, 1974):

%OC = 0.59 (%OM) (III-37)

When ‘Oc values are unavailable, they may be indirectly measured by the

octanol-water partition coefficient KOW. Rao and Davidson (1980) derived

the regression equation:

log Koc = 1.029 log Kow - 0.18

or
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TABLE III-13

MEAN BULK DENSITIES AND AVAILABLE WATER CAPACITIES

(Bass and Sharp, 1983)

Available
Bulk Water

Density Capacity
Soil Type b (g/cm3) w (cm/cm)

Silt Loam 1.33 0.22

Clay and Clay Loam 1.30 0.14

Sandy Loam 1.50 0.14

Loam 1.42 0.19

TABLE III-14

ORGANIC CARBON PARTITION COEFFICIENTS FOR SELECTED PESTICIDES

(Rao and Davidson, 1982)

Number K
Oc

of
Pesticide Soils Mean (%CV)

AMETRYNE
AMIBEN
ATRAZINE
BROMACIL
CARBOFURAN
CHLOROBROMURON
CHLORONEB
CHLOROXURON
CHLOROPROPHAM
CHLORTHIAMID
CIODRIN
DDT
DICAMBA
DICHLOBENIL
DIMETHYL AMINE
DIPROPETRYNE
DISULFOTON
DIURON
FENURON
LINDANE

2,4-D
2.4-D AMINE
2,4,5-T

32
12
56
2
5
5
1
5

36
6
3
2
5

34
5
5

20
84
10
3

9
3
4

388.4(57.1)
189,6(149.7)
163,0(49.1)
72.0(102.1)
29.4(30.0)

995.6(55.1)
1652.9(--)
4343.3(28.8)
816.3(--)
98.3(27.5)
74.8(59.1)

243118.0(65.0)
2.2(73.5)

224.4(77.4)
434.9(19.8)

1180.8(74.9)
1603.0(144.2)
382.6(72.4)
42.2(84.7)

1080.9(13.0)

19.6(72.4)
109.1(30.2)
80.1(45.3)

Number K
Oc

of
Pesticide Soils Mean (%CV)

LINURON
MALATHION
METHYL PARATHION
METHYL UREA
METOBROMURON
MONOLINURON
MONURON
NEBURON
p-CHLOROANILINE
PARATHION
PHENYL UREA
PICLORAM
PROMETONE
PROMETRYNE
PROPAZINE
SIMAZINE
TELONE (cis)
TELONE (trans)
TERBACIL
THIMET
TRITHION

33
20
7
5
4

10
18
5
5
4
5

26
29
38
36

147
6
6
4
4
4

862.8(72.3)
1796.9(65.9)
5101.5(113.6)

58.8(15.1)
271.5(37.1)
284.3(55.2)
183.5(60.8)

311O.5(23.5)
561.5(33.6)

1065O.3(74.6)
76.3(12.3)
25.5(138.5)

524.3(143.6)
614.3(99.1)
153.5(37.0)
138.4(12.6)
798.1(44.3)

1379.0(45.4)
41.2(42.2)

3255.2(49.5)
46579.7(80.2)
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‘Oc = 0.66 K:~02g (III-38)

Values of ‘Ow for selected pesticides are given in Table III-15.

3.4.4.3.3.2 Pesticide Decay Rates

Pesticide decomposition in the soil is related to moisture, temperature and pH.

Unfortunately, the only information usually available is a simple pesticide half-life,

which is the mean number of days required for 50% of the original pesticide to

decompose in the soil. Decay rate ks can be obtained from half-life using

Equation III-27 (with APt = O). Since at t = half-life, Pt = 0.5 Po:

Pt = 0.5 P. = P. exp (-kSt)

and half-life is given by:

t = -ln(O.5)/ks

or

ks = 0.69/Half-life (days) (III-39)

Mean decay coefficients from Rao and Davidson (1982) are given in Table 111-16

for 32 pesticides. Three different rates are given for many of these chemicals.

When available, the “field” coefficient should be used, since it in principle most

closely corresponds to actual runoff conditions. The starred (*) lab rates are the

second choice, since they also measure decomposition of the original compound. The

remaining lab rates attempt to describe the complete decay of the pesticide and its

decomposition products. These “total decay” rates may be used if a very conservative

runoff estimate is described, but the nature, toxicity and fate of most intermediate

pesticide decomposition products are so poorly understood that it is probably mis-

leading to model them with a simple first-order decay rate.

The mean decay coefficients given in Table III-16 are supplemented by the

specific k~ values given in Table III-17. The latter were summarized from a

large number of decay studies by Nash (1980). Since the coefficients in Table III-17

are often unique to specific soil types, pH and organic matter contents, they are

perhaps less useful in screening studies than the mean values in Table III-16.

However, many commonly-used pesticides are not listed in Table III-16, and in such

cases the data in Table III-17 may be the best available information.
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TABLE III-15

OCTANOL-WATER PARTITION COEFFICIENTS FOR SELECTED PESTICIDES

(Rao and Davidson, 1982)

Pesticide Km

A. INSECTICIDES

ALDICARB 5.0000OE+OO
ALTOSID 1 . 7 6 0 0 0 E + 0 2
CARBARYL 6 . 5 1 O O O E + O 2

CARBOFURAN 2 . 0 7 0 0 0 E + 0 2
CHLORDANE 2 . 1 0 8 O O E + O 3
CHLORPYRIFOS 2 . 0 5 9 0 0 E + 0 3
CHLORPYRIFOS 6 . 6 0 0 0 0 E + 0 4
CHLORPYRIFOS 1 . 2 8 8 2 5 E + 0 5
CHLORPYRIFOS, METHYL 1 . 9 7 0 0 0 E + 0 3
CHLORPYRIFOS. HETHYL 2 . 0 4 1 7 0 E + 0 4
DDD
DDE
DDE p,p
DDT
DDT p,p
DDVP
DIALIFOR
DIAZINON
DICHLOFENTHION
DICIFOL
DIELDRIN
DINOSEB
ENDRIN
ETHOXYCHLOR
FENITROTHION
HCB
HEPTACHLOR
LEPTOFOS
LEPTOPHOS
LINDANE
MALATHION
MALATHION
METHOMYL
METHOXYCHLOR
METHOXYCHLOR
METHYL PARATHION
PARATHION
PERMETHRIN
PHORATE
PHOSALONE
PHOSMET

1 . 1 5 0 0 0 E + 0 5
7 . 3 4 4 5 0 E + 0 4
4 . 8 9 7 7 9 E + 0 5
3 . 7 0 0 0 0 E + 0 5
1 . 5 4 8 8 2 E + 0 6
1 . 9 5 0 0 0 E + 0 2
4 . 8 9 7 8 0 E + 0 4
1 . 0 5 2 0 0 E + 0 3
1 . 3 8 0 3 8 E + 0 5
3 . 4 6 1 O O E + O 3
4 . 9 3 0 0 0 E + 0 3
1 . 9 8 0 0 0 E + 0 2
1 . 6 1 9 0 0 E + 0 3
1 . 1 8 0 0 0 E + 0 3
2 . 2 9 9 0 0 E + 0 3
1 . 6 6 0 0 0 E + 0 6
7 . 3 6 6 0 0 E + 0 3
4 . 1 2 2 0 0 E + 0 3
2 . 0 4 1 7 4 E + 0 6
6 . 4 3 0 0 0 E + 0 2
2 . 3 0 0 0 0 E + 0 2
7 . 7 6 0 0 0 E + 0 2
1 . 2 0 0 0 0 E + 0 1
2 . 0 5 0 0 0 E + 0 3
1 . 2 0 0 0 0 E + 0 5
2 . 0 7 6 0 0 E + 0 3
6 . 4 5 5 0 0 E + 0 3
7 . 5 3 0 0 0 E + 0 2
8 . 2 3 0 0 0 E + 0 2
1 . 9 9 5 3 0 E + 0 4
6 . 7 6 0 0 0 E + 0 2

Pesticide K
Ow

PROPOXUR
RONNEL
TERBUFOS
TOXAPHENE

B. HERBICIDES

ALACHLOR
ATRAZINE
ATRAZINE
BIFENOX
BROMACIL
CHLORAMBEN
CHLOROPROPHAM
DALAPON
DALAPON, NA SALT
DICAMBA
DICHLOBENIL
DIURON
MONURON
MSMA
NITROFEN
PARAQUAT .2HCL
PICLORAM
PROPACHLOR
PROPANIL
SIMAZINE
TERBACIL
TRIFLURALIN
2,4-D
2,4-D
2,4-D
2,4,5-T
2,4,5-T, BUTYL ESTER
2,4,5-T OCTYL ESTER

C. FUNGICIDES

BENOMYL
CAPTAN
PCP

2.80000E+01
7.58580E+O4
1.67000E+02
1.69500E+03

4.34000E+02
2.12000E+02
2.26000E+02
1.74000E+42
1.04000E+02
1.30000E+01
1.16000E+03
5.70000E+00
1.0000OE+OO
3.0000OE+OO
7.87000E+02
6.50000E+02
1.33000E+02
8.0000OE-04
1.24500E+03
1.0000OE+0O
2.0000OE+OO
4.1OOOOE+01
1.06000E+02
8.80000E+01
7.80000E+01
1.15000E+03
4.16000E+02
4.43000E+02
6.46000E+02
7.0000OE+OO
6.40000E+04
9.09000E+02

2.64000E+02
3.30000E+01
1.42900E+04
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MEAN FIRST ORDER

TABLE 111-16

DECAY COEFFICIENTS FOR SELECTED PESTICIDES

(Rao and Davidson, 1982)

Rate Coeff. (day )
-1

Pesticide Mean %CV

A. HERBICIDES

2,4-D Lab.* 0.066
Lab. 0.051
F i e l d  3 . 6

2,4,5-T Lab. 0.029
Lab.* 0.035

ATRAZINE Lab.* 0.019
Lab. 0.0001
Field 0.042

SIMAZINE Lab.* 0.014
Field 0.022

TRIFLURALIN Lab.* 0.008
Lab.* (anaerobic) 0.025
Lab. (chain) 0.0013

BROMACIL

TERBACIL

LINURON

DIURON

DICAMBA

PICLORAM

DALAPON

TCA

GLYPHOSATE

PARAQUAT

Field

Lab.*

Lab .
Field

Lab.*

Lab .
Field

Lab.*

Field

Lab.
Field

Lab.*

Lab. (ring)
Lab. (chain)

Field

Lab.*

Lab .
Field

Lab.*

Field

Lab.*

Lab.

Lab.*

Field

0.02

0.0077
0.0024
0.0038

0.015
0.0045
0.006

0.0096
0.0034

0.0031

0.022
0.0022
0.0044
0.093

0.0073
0.0008
0.033

0.047

0.059
0.073

0.1
0.0086

0.0016
0.00015

Rate Coeff. (day )-1

Pesticide Mean %CV

74.2
23.5
83.3

51.7
82.9

47.4
70.4
33.3

71.4
95.5

65.5

65.0

49.4
116.2
100.0

33.3
124.0
55.0

19.8
41.2

58.1

80.2

16.1

58.9
111.3
51.5

103.4

121.0
93.0

B. INSECTICIDES

PARATHION Lab.* 0.029
Field 0.057

METHYL PARATHION Lab.* 0.16
Field 0.046

DIAZINON Lab.* 0.023
Lab. 0.022

FONOFOS Lab.* 0.012

MALATHION Lab.* 1.4

PHORATE Lab.* 0.0084
Field 0.01

CARBOFURAN Lab.* 0.047
Lab. 0.0013

Lab.* (anaerobic) 0.026

Field 0.016

CARBARYL Lab.* 0.037
Lab. (Chain) 0.0063

Field 0.10

DDT Lab.* 0.00013
Lab.* (anaerobic) 0.0035

ALDRIN and
DIELDRIN Lab.* 0.013

Field 0.0023

ENDRIN Lab.*

(anaerobic) 0.03
Field (aerobic) 0.0015

Field (anaerobic) 0.0053

CHLORDANE Field 0.0024

HEPTACHLOR Lab.* 0.011
Field 0.0046

LINDANE Lab.* 0.0026
Lab. (anaerobic) 0.0046

C. FUNGICIDES

PCP Lab.* 0.02
Lab. (anaerobic) 0.07

Field 0.05

CAPTAN Field 0.231

48.3
101.8

108.7

71.4

30.0

87.2

50.0
87.5
56.8

101.6
79.2

130.8
82.9

100.0

53.3

104.2

119.6

60.0
44.3

*These rates are based on the disappearance of solvent-extractable parent compound under aerobic

incubation conditions, unless stated otherwise.
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TABLE III-17

FIRST ORDER PESTICIDE DECAY COEFFICIENTS FOR
SELECTED PESTICIDES AND SOIL CONDITIONS

(Nash, 1984)

Pesticide Soil

Type
# c$%?t~ns ‘p!lt~fon ‘s

pH

(kg/ha)

~5.2
~5.2

1.7

2.8
.65

2:?

(%)
FUNGICIDES

Agonis Flexuosa
Agonis Flexuosa

0.0822
.1486
.0058
.0023

.0384

.0768
<.0064
.0986
.0619
.0310
.0131
.0063
.0064
.0133
.0149
.0053-
.0077
.0077-
.0070
.142
.0128
.0077
.0064
.0138
.0248

BAS 3460F--------Potting Soil
Benomyl------------Potting Soil
Benomyl sl
Benomyl l

HERBICIDES

Alachlor
Amitrole
Arsenic acid
Asulam-----------Regina c
Asulam------------Regina c
Asulam-----------Regina c
Atrazine sl
Atrazine-----------Regina c
Atrazine
Atrazine----------Norfolk sl
fsf:w-”-”””--uuatur cl

Benefin

7.7

7.7
4.8
6.5

:::

4.2 14 May
12 July
30 July4.2

1.O
2.0

Bifenox ---------Potting soil mixture
Butralin
Butralin
Cyanazine
Di-Allate--------Weyburn l 6.5
Di-Allate--------Weyburn l
Di-Allate ----------Regina c ;::
Di-Allate---------Regina c 7.8
Dicamba----------Asquithse 7.5
Dicamba-----------Asquithse 7.5
Dicamba ----------Meltfort sic 5.2
Dicamba----------Regina c 7.7
Dicamba----------Regina c 7.7
Dicamba----------Ouachita cl

Various

None
laboratory
L&rxtoq

5% moisture
10% moisture
Various moisture
25% moisture
35% moisture
Forest

6.5

:::
4.2
3.2

1;:;
4.2
4.2

.25 .0486

.25 .0902
.0217.3

.3

.3

.6

.6

.6

15

15
32.5

12.5

l2.5

l2.5

l2.5

3.3

HERBICIDES

.0407

.0267

.1733
>.0768
.1386
.0768
.1733

>:O&a

.2731

.1457

.1008

.0951

.0555

.0852

2.8
3.8
3.8

Grass
Forest
Forest

Dicamba----------Ouachita
Dicamba----------Cross Timbers
2.4-D------------Cross Timbers
2.4-D acid-------Cross Timbers
2.4-D------------Cross Timbers
2.4-D salt
2.4-D------------Ouachita

cl
l
l
l

Forestl 3.3

Grasscl
2.4-D ester
2.4-D isooctyl Naff Laboratory 30°Csil 3.2

ester.
2.4-D------------Naff
2.4-D amine------Naff

Mm#m: 10°C

Ca?boxyl-lac
Laboratory
C8*XY1-14C
Laboratory
Caftloxyl-lgc
Laboratory
Cahowl-lgc

sil
sil

3.2
3.2

2,4-D amine------Naff sil 3.2

2,4-D isooctyl Naff sil
ester a amine.

2,4-D isooctyl Naff
ester a amine.

2.4-D isooctyl

3.2

3.2
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TABLE III-17 (Continued)

Pesticide Soil
c%~t%s

ks
Type pH #

Application
r a t e

(%)
HERBICIDES

(kg/ha)

2,4-D isooctyl
ester a amine.

Dichlorprop------Ouachita
Dichlorprop------Ouachita
Dichloprop------Cross Timbers
Dinitramine
Dinitramine
Diuron-----------Norfolk
Diuron-----------Decatur
EPTC-------------Regina
EPTC-------------Weyburn
Fluchloralin
Fluchloralin
Isopropalin------Daummer
Isopropalin------Elsne

3“2 ‘%;fiy
3.3 Forest
2.8 Grass
3.8 Forest

12.5 0.0257

sl
sl
l

cl
cl :::
c 7.5
l 7.0

sic 6.7
sil 7.2

sil 4.7
sil 4.7
fs 6.3

6.3

6.2

;::
7.0

;::

4.8
6.5

4.7

::;

:::
6.3

7.5
7.0

.6

::

.0578

.0866

.0693

.0193

.0193

.0064

.0072

.0220

~5.2
~5.2

.65

.65
4.0 Laboratory
4.5 Laboratory

5.1 Various
1.6

.0040

.0304

.0214

.0275

.0057-

Isopropalin------Ochley
Isopropalin------Ochley
Isopropalin------Bloomfield
Karbutilate------cl

2.9
2.9

2:!

Sorghum
Sorghum
Sorghum
Rangeland

w
1.12

Karbutilate------lc
Linuron

Linuron---------------ls
Linuron----------------ls
Linuron---------------cl
Linuron-------------O-5 cm

1.1 Rangeland
Cropped

Non-cropped
carrots
None
None
Barley
None

.0047
+;::XX?;

3/.0061
SI.lZZI
~~ .1070
~1.0298

.0231

.85

:::
MCPA--------------Coarse cl
MCPA--------------Coarse cl
Metribuzin
Metobromuron---------sl
Metobromuron----------sl
Monolinuron
Monuron-----------Romona sl
Monuron-----------Romona sl
Meburon-----------Romona sl
Meburon-----------Romona sl
Nitralin

Nitralin

.0248

.00216

:%!
.0073
.0059
.0062-

$&-

:%

Various 2.24
4.48
2.24
4.48

Various
Various

Nitralin----------Ochley sil 
Nitralin----------Ochley sil
Nitralin----------Ochley sil
Nitralin----------Ochley sil
Nitralin--------Bloomfield fs
Nitralin--------Bloomfield fs
Oryzalin--------Bloomfield fs

2.9 Sorghum
2.9 Sorghum
2.9 Sorghum
2.9 Sorghum
.6 Sorghum
.6 Sorghum

1.12
1.12
2.24
2.24

1:3

.0079

.0090

.0024

.0155

~/:z-

.0083

.0144-

:E

Oryzalin

Pebulate----------Regina c
Pebulate----------Weyburn l
Picloram------Scot l. oxbows cl

4.0 Laboratory
4 . 5  :$;;ory

.65

.65
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TABLE III-17 (Continued)

Pesticide soil
Crop or Application k$

Type pH OM conditions rate

(%)

Pebulate----------Regina c 4,0
Pebulate-----------Weyburn l ;:: 4.5
Picloram ------Scot l. oxbows cl
Picloram----------Various
Picloram- ------Nova Scotia cl
Picloram----------Somerset sl
Picloram----------farin cl
Picloram--------chandler f sl
Picloram----------Chester l
Picloram---------Chester l
Picloram---------Various
Picloram--------Ouachita Cl
Picloram--------Ouchita cl
Picloram------Cross Timbers l
Profluralin
Profluralin
Pometryne----------sl
Propazine----------sl
Propazine
Propyzamide------c to Sl

Silvex---------Ouachita sl
Silvex---------Ouachita Sl
Silvex-------Cross Timbers l
Simazine
Simazine--------O to 5 cm
Simazine------------sl
Simazine------------sl
Simazine
Simazine
Simazine------------sl
Tebuthiuron------Various

Triallate------Regina c
Triallate------Weyburn l
Triallate------Coarse sl
Triallate------Coarse Sl
Triallate------Weyburn l
Triallate------Regina c
2,4,5-T-------Ouachita sl
2,4,5-T-------Ouachlta Sl
2,4,5-T------Cross Timbers l
2,4,5-T--------Fanin cl
2,4,5-T------Chandler fls

2.9
::: ;.;

5:8 1:9
5.8 1.9

Various

(kg/ha)
HERBICIDES

Laboratory
Laboratory
Various

Fallow
Orchard grass
Orchard grass
Orchard grass
Orchard grass

Forest
Grass
Forest

Lettuce

Forest
Grass
Forest
None
None

Cropped
Noncropped

Corn

In surface
runoff water.
In surface
pellets.

.65

.65

4.8
4.48
2.24
2.24
2.24
4.48
.05
.6
.6
.6

.6

.6

.6

:::

.025

2.24

2.24

In pellets

In surface
band pellets.

Broadcast in
soil spray.

Laboratory
Laboratory
Barley
None
None
None
Forest
Grass
Forest
Orchard grass
Orchard grass

2.24

2.24

2.24

.65

.65
1.7
3.4
2.8
2:;

.6

.6
2.24
2.24

0.0396
.0396

.0044

.0050

.0354

.0258

.0268

.0269

$:::9

.0048

.0108

.0056

q:::;-

.0330

.0495

9:?3%

:E
.0082
.0539
.062
.0187
.0024

.0060

.0427

.0201

.0517

.0624

.0069

.0090

.0110

d>:%
.0088
.0053
.0289
.0330
.0330

Ii .0508
.0495
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TABLE III-17 (Continued)

Pesticide soil
Crop or

Type
Application ks

pH OM conditions rate

(%)

5.8 1.9
5.8 1.9

6.5 .6

4.7 2.9
4.7 2.9
4.7 2.9
4.7 2.9
6.3 .6

;:; 4::
7.0 4.5

(ka/ha)
HERBICIDES

4/0.0416

II ;:;;.

g/:~;-
.0044
.0175

~1 ::g
.0145
.0117
.0104
.0026
.0155
.0091
.03%
.03%

2,4,5-T-------Chester l
2,4,5-T-------Chester l
Trifluralin
Trifluralin
Trifluralin

Trifluralin----Cecil sl
Trifluralin----Wet soil
Trifluralin----Dry soil
Trifluralin------Ochley sil
Trifluralin------Ochley sil
Trifluralin------Ochley sil
Trifluralin------Ochley sil
Trifluralin------Bloomfield fs
Trifluralin------Bloomfield fs
Vernolate--------Regina c
Vernolate-------- Weyburn l

Orchard grass 2.24
Orchard grass 4.48

Soybeans
None

~hus
Sorghum
Sorghum

$:;:
Sorghum
Laboratory
Laboratory

.84

.84
1.68
l:g

1.12
.65
.65

INSECTICIDES
Aldicarb--------Beaumont c
Aldicarb--------Houston c
Aldicarb--------Houston cl
Aldicarb --------Houston cl
Aldicarb--------Houston cl
Aldrin

5.4
7.8

7.5 .25

130 .00273
130

2/:&
1:; .0420

Shendl
Shendl
Orange 2.8-22.4 .0322 -

2.24
2.24
2.24
2.24
2.24
2.24
2.24

::!
3.0

3.0

22.4
22.4
22.4

4.5

4.5

5.6

2.24

<.0032
.0264

g::;:
.0136
.0256
.0258

;;:%
~/.0136

.0149
Fof19

iof19
.0165

Iof19
.O061
.0096
.0038

Y.0006

Y .mm

Y.0012

1/.0017

Aldrin----------Ulysses sil
Aldrin------------Knox sil
Aldrin--------Celeryville muck
Aldrin----------Marietta sl
Aldrin ------------Fox fsl
Aldrin-----------Miami sil
Aldrin -------------Muck
Aldrin--------Carrington sil
Aldrin--------Carrington sil
Aldrin ----------Udaipur cl

Fallow
Fallow
Fallow
Fallow
Fallow
Fallow
Fallow
Fallow
FallOW
Various

Nondisked
Disked
7.8 1.6

Aldrin---------Jobner 8.6 .26 Various

Aldrin -------------Muck
Aldrin----------Miami sil
Aldrin ---------Composite

Aldrin
(Dfi:iey) ----Carrington sil

(ofileldr#) ----Carrington sil

(O{eldrfn) ----Carrington sil

Nondisked

Disked

Disked Granules
Aldrtn -

(Dieldrin)----Carrington sil Spray
3.4 granulesAkton-----------Sultan sil 6.3 3.4

6.::;.8 3 . 4
6.6-7.8 3.4

.0032

41,5(::g
T/,lJ/ .0014

.018 .0533
.0273
.0516

Azinphosmethyl
Azinphosmethyl--Orchard sl
Azinphosmethyl--Orchard Sl
Azinphosmethyl--Gila sil
Azinphosmethyl--Mocho sil
Azinphosmethyl--Linne c
Azinphosmethyl-Madera Sl
Azinphosmethyl--Laveen Sl
Azinphosmethyl--Santa Lucia sill

.0086

.0119

.0235
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TABLE III-17 (Continued)

Pesticide
Soil Crop or Application ks

Type pH OM conditions rate

Azinphosmethyl----Windy l
Azinphosmethyl------fsl
Azinphosmethyl------sicl
Azinphosmethyl-------c
Azinphosmethyl-------sl
BHC
BHC-----------------Udaipur
BHC

BHC---------------Jobner sl

BHC alpha----------Berwick Sl
BHC beta-----------Berwick Sl
BHC gamma----------Berwick sl
BHC delta----------Berwick sl
Bromophos----------Composite
Cabaryl
Carbaryl-----------Udaipur cl

Carbaryl----------Jobner Sl

Carbofuran
Carbofuran ----------Take sil

CGA-12223--------------sil
CGA12227/------------sil
Chlordane-----------Berwick Sl
Chlordane--------Composite
Chlorfenvinphos
Diazinon---------Composite
Diazinon---------Sultan sil
Diazinon---------Sultan sil
Diazinon---------Sultan sil
Diazinon-------------sl
Diazinon-------------sl
Diazinon-------------sl
Diazinon--------Puyallup sl
Diazinon---------Puget sil
Diazinon--------Chehalis cl
Diazinon----------Organic
Dieldrin------- Carrington sil
Dieldrin-------Carrington sil
Dieldrin
Dieldrin---------Imperial sc
Dieldrin--------Holtville fsl
Dieldrin----------Composite
Dioxacarb-------------sl
Dioxacarb-------------sl
Dioxathion-----------fsl
Dioxathion----------sicl
Dioxathion-----------c
Dioxathion-----------sl
p,p’-DDT---------Ulysses sil
p,p'-DDT-----------Knox sil
p,p'-DDT-------Celeryville muck
p,p’-DDT----------Marietta sl
p,p'-DDT------------Fox fsl
p,p'-DDT -----------Miami sil
p,p'-DDT-------------Muck
p,p'-DDT--------Commerce sil

7.8

8.6

7.8

8.6

8.5

:::

6.7
6.7
4.3

:::

:::

:::
5.4

(%)
INSECTICIDES

Nondisked
Disked

1.6

.26

1.6

.26

::!

3.1

:::
1.0
2.0

H

H
40

7.8 1.0
7.8 .5

1.0
::! 2.0

6.9 1.8
6.8
4.9 74::

Various

Various

Vegetables
Vegetables
Vegetables
Vegetables

Various

Various

(kg/ha)

0.0074
.0101
.0458

5.0

5.0

7.4 BHC
7.4 BHC
7.4 BHC
7.4 BHC

15.0

15.0

10.0

2.0

25°C
15°C

Fallow
Fallow

::&

Fallow
Fallow
Fallow
Fallow
Fallow

4.5
4.5

20.0
20.0

9.4
9.4
9.4
9.4
9.4
9.4

2:::

.0505

.0211

.0021

.0140

i of 19
.0098

.11%
i
.0969
i
.0768
.0079

.0385

Zf:%
SW?

.0330

.0151

.0067

.0242

.0239

.0239

.0248

.0189

.0260

.0166

.0171
# :g;:;

~/ •~3
XMM;

.0008

.0248

.3465

.0156
0128
.0141
.0229

$:=

~1 ::;:

~1 :E
.0009
.0037
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TABLE III-17 (Continued)

Pesticide Soil

Type
Crop or Application k~

pH OM conditions rate

(%)
INSECTICIDES

(kg/ha)

p,p'-DDT-------Carrington sil
p,p’-DDT-------Carrington sil
p,p'-DDT---------Miami sil
p,p'-DDT-------Carrington sil

p,p'-DDT-----------Muck
p,p'-DDT---------Miami sil
p,p'-DDT---------Berwick Sl
p,p’-DDT---------Composite
o,p’-DDT---------Berwick Sl
Dimethoate-------Composite
Disulfoton
Endosulfan--------Various
Ethion ----------Mocho sil
Ethion ------------linne c
Ethion -----------Madera sl
Ethion-----------Laveen Sl
Ethion --------Santa Lucia sil
Ethion ------------Windy l
Ethion--------------fsl
Ethion-------------sicl
Ethion------------c
Ethion--------------sl
Fenitrothion--------sl
Fenitrothion--------sl
Fonofos----------Take sil
Heptachlor-------Composite
Heptachlor-------Composite
Heptachlor-------Composite
Hexacholobenzene--Chevada
Isobenzan--------Composite
Lindane---------Imperial sc
Lindane-------Holtville fsl
Lindane ----------Composite
Lindane----------Gila sil
Lindane---------Miami sil
Lindane ------------Muck
Lindane---------Miami sil
Lindane-------Ulysses sil
Lindane---------Knox sil
Lindane------Celeryville muck
Lindane--------Marietta Sl
Lindanes---------Fox fsl
Lindane---------Miami sil
Lindane---------Muck
Malathion-------Poygan sicl
Malathion--------Kewaune c
Malathion---------Ella ls
Malathion-------Freestone sl
Malathion--------Okolona c

Methidathion--------sl
Methidathion--------sl
Methoxychlor
Methoxychlor
Methyl Purathion-Carrington l
Mevinphos-------Sacramento s
Parathion-------Carrington l
Parathion
Parathion--------Mocho sil
Parathion--------Udaipur cl

Nondisked
Disked Fallow

Disked/non- Fallow
disked

4.5

1:::
4.5

11.2
11.2

37 DDT

.0990

.1604

.0162

.0014

.0012

.0009

.0015

Various
1.3

.0014

~/:z
.0022
.0032
.0025
.0578
.1155
.0158
.0021
.0025

10

;::

7.7

1.0
.5

.6 None
11.6
11.2
11.2
1.12

.0011

.0014

.0048

.0147

.0264

.0074

.0263

.0264

JI :;;:

11.2
11.2
11.2
11.2
11.2
11.2

7.2

H

;::
7.2

2.9173
2.4618
1.2681
.4152

1.9832
1.9026
.0495
.0108
.0495
.0046

:::

::: .0033
.2207
.2936
.0248

q :g
.1239

Radishes 5.6
13
5.6

5.4 .4
Radishes

>7
7.8

None
Various 10
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TABLE III-17 (Continued)

Pesticide soil Crop or Application ks
Type pH OM conditions rate

(%) (kg/ha)
INSECTICIDES

Parathion --------Jobner sl 8.6
3iof8

.26 Various 10 0.0727

j.;:7;
.1306

$;::$

%i
Y .0891

.2962

.2614

.2865

.0156

.0141

Parathion--------Mocho sil
Parathion---------Linne c
Parathion --------Madera Sl
Par&thioa --------Laveen s1
Parathion------Santa Lucia sil
Parathion-----------fsl 6.8 0.8
Parathion----------sicl
Parathion-----------c ;:: ::;
Parathion-----------sl 1.8
Phenthoate---------fls ;:; .8
Phenthoate---------sicl
Phenthoate-----------c ;:: ;::
Phenthoate----------sl 7.6 1.8
Phorate------- Sacramento muck
Phorate -------Sacrmento peat
Phorate------- Sacramento peat
Phorate----------Take sil
Phorate--------Sacramento s
Phorate--------Sacramento c
Zinophos--------Sultan sil
Zinophos--------Sultan sil
Zinophos--------Sultan sil
Zinophos--------sultan sil
Zinophos--------Sultan sil
Zinophos
Zinophos
Zinophos

Dichlofenthion--Composite
Trichloronate---Composite

8.5

6.7 3.1 25°C
15°C

::: H
8.1 3.1

.0229

.0040
/:

$j:~;

:: 3/.0363

13 ?/.0078
13

y ::;;
.0164
.0144
.0244

:K
.0206
.0075

NEMATICIDES

Y Organic matter.
~i Unknown.
Ii r = <-0.9.
21 r = <-O.8.
5/ Emulsifiable concentrate formulation.
&/ Wettable powder formulation,

?/ Diethyl (1-iso-propyl-5-chloro-1,2,4-triazolyl-3) phosphorothioate.

.0031

.0050
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Pesticide Runoff

Two pesticides, carbofuran and atrazine, have been applied to a cornfield at

planting time. Carbofuran is an insecticide used to control corn rootworm and

atrazine is a herbicide for weed control. Three days after each pesticide has

been applied at 4000 g/ha, a 4.5 cm storm occurs which produces 0.2 cm of runoff

and 0.6 t/ha of sediment. The soil has an organic matter content of 3%, bulk

density of b = 1.3 g/cm3 and available water capacity of w = 0.2. Determine

the runoff losses of each pesticide.

Solution:

Partition coefficients KD are determined from KOC values in Table 111-14

(Atrazine, KOC = 163; Carbofuran, KOC = 29.4):

‘D = Koc (%OC/100) (III-36)

where

%OC = 0.59 %OM (Equation III-37), or %OC = 0.59(3) = 1.77

‘D = 163(.0177) = 2.89 (Atrazine)

‘D = 29.4 (0.0177) = 0.52 (Carbofuran)
Decay coefficients ks (field values) are given in Table 111-16:

ks = 0.042 (Atrazine)

ks = 0.016 (Carbofuran)
Total adsorbed and dissolved pesticide in the surface centimeter are given

by Equations III-27, III-31, and III-32. Assuming the pesticide is left on

the soil surface, initial levels for both pesticides are P. = 4000 g/ha. For

day t = 3:

Atrazine:

‘3 = 4000 exp [-0.042(3)] = 3526 g/ha

w/KDb = 0.2/2.89(1.3) = 0.0532

‘3 = [1/(1 + 0.0532)] 3526 = 3348 g/ha

‘3 = [1/(1 + 1/0.0532)] 3526 = 178 g/ha

Similarly, for Carbofuran:

‘3 = 3813 g/ha

‘3 = 2942 g/ha

‘3 = 871 g/ha
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Solid-phase and dissolved losses are given by:

where

X3 = 0.6 t/ha

Q3 = 0.2 cm

R3 = 4.5 cm

Px ~

PQ3 =

= (A3/100b)X3

[Q3/(R3  + M3)ID3

(III-33)

(III-34)

‘3 ‘ snowmelt, is obviously zero.

Atrazine:

PX3 = [3348/ 1.3(100 )]0.6 = 15.5 g/ha

  Carbofuran:
= (0.2/4.5)178= 7.9 g/ha

PX3 = [2942/1.3(100)] 0.6 = 13.6 g/ha

PQ3 = (0.2/4.5) 871 = 38.7 g/ha

In summary:

Losses in
Runoff (g/ha)

Solid-phase

Dissolved

Total

3.5 SALT LOADS IN IRRIGATION RETURN

3.5.1 Description

Atrazine Carbofuran

15.5 13.6

7.9 38.7

23.4 52.3

FLOWS

Pollution of surface waters by salty irrigation drainage water is a problem in

many arid regions. As shown in Figure III-16, water may be diverted from a river to

water crops in an irrigation district. Portions of the diverted water are lost from

the diversion canal through seepage and evaporation, and most of the remaining water

is applied to crops in the irrigation district. Much of this applied water is

consumed by plant evapotranspiration (ET) and the excess passes through the soil to

be collected by tile drainage and returned to the river. This drainage water

has a much higher salt concentration than the irrigated water. As the water moves

through the soil, it retains its salt mass, but due to ET, the water volume is

diminished.
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Return flow salinity can be computed by assuming a steady-state condition in

which:

Salts applied in irrigation = Salts removed in drainage

SOI = SR
or

s = sOI/R (III-40)

where

so = irrigation water salinity (mg/l)

s = return flow salinity (mg/l)

I = irrigation application (m3/day)

R = return flow (m3/day).

Salt concentration or salinity is measured either as dissolved solids (mg/l) or

electrical conductivity (~mho/cm or mmho/cm). In the Western U.S., an average

conversion factor is 1000~mho/cm  = 640 mg/l. Water fluxes, such as I and R refer to
total water movement over the irrigation season and can be measured in length or

volume units. For example, if I is given in centimeters, it is converted to cubic

meters by I(m3) = I(cm) 100 A, where A = irrigated

When the irrigation diversion is taken from a

so is the salinity of the river water. The return
tion 111-40 obviously exceeds so since R < I. The

return flow is:

Sn (Q -D)+sR
s’ =o Q-D+R

where

area (ha).

river, as in Figure III-16,

flow salinity given by Equa-

river salinity after the

(III-41)

s’ = river salinity after return flow (mg/l)

QO = river flow prior to diversion (m3/day)

D = irrigation diversion (m3/day).

Since s; > so the river is saltier for the next downstream user. As

successive irrigation districts withdraw and return water, the river becomes pro-

gressively saltier until it is no longer suitable for municipal or agricultural

use.

Variations of the salinity problem include pumping of irrigation water from

aquifers and unsteady-state or transient leaching of soil salts. In the former case,

so is the aquifer salinity. The salty drainage flow might be discharged to

surface waters as in Figure III-16 or allowed to percolate through the soil, thus

producing saltier groundwater. Transient salt leaching often occurs when soils are
initially irrigated or reclaimed. Until a steady-state situation is reached, the
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FIGURE III-16 COMPONENTS OF AN IRRIGATION SYSTEM

salt load in return flow may exceed the salts applied in irrigation.

3.5.2 Estimation of Return Flows

Equations III-40 and III-41 may be used directly when return flow volumes R

are known. However, accurate return flow measurements are often unavailable and

indirect estimates are necessary. A general procedure for computing return flows is

shown in Figure III-17.

Design factors for irrigation systems include irrigation efficiencies, diversions,

leaching fractions and ET. Water losses in the diversion system are indicated by a

delivery efficiency, Ed:

I = EdD (III-42)

To prevent salt buildup in soil which would injure plants, irrigation applications

must exceed crop water needs so that applied salts may be washed from the soil in

drainage. The leaching fraction is the fraction of irrigation application which is

used to control salinity, or the ratio of drainage to irrigation. As shown in Figure

III-17:

LF = (I - E)/I (III-43)
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FIGURE III-17 COLLECTION OF IRRIGATION DRAINAGE

where

LF = irrigation leaching fraction

E = crop ET (m3/day)

Since return flow (R) consists of the drainage water collected in tile drains,

R = I - E and LF = R/I = R/EdD. Thus:

R = (LF)EdD (III-44)

and rearranging Equation 111-40:

s = so/LF (III-45)

If irrigation diversion D, delivery efficiency Ed and leaching fraction

LF are known, return flow volume and salinity can be estimated by Equations III-44

and III-45. If LF is unknown, it can be determined from Equation III-43, pro-

vided E, crop ET, is available. Since E depends on crop mixture and local weather

conditions, it is best obtained form local irrigation specialists. In the absence of

such data, E may be estimated from potential ET. Potential ET, or PE, is a maximum

ET which occurs when the soil is covered with a dense cover such as alfalfa and water

is not limiting. Thus potential ET is a function of the atmosphere’s ability to

absorb water. Actual ET is generally less than PE, but by letting E = PE, we obtain

a conservative overestimate of return flow salinity.

Potential ET can be determined from pan evaporation data or empirical equations.

Figure III-18 shows average annual pan evaporation for the U.S. Potential ET is

-210-



FIGURE III-18
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(III-46)

approximately 70% of pan evaporation. To use the data from Figure III-18, we must

assume that all annual PE occurs in the growing season. Growing season PE may also

be estimated from Hamon’s (1961) equation:

PE = (0.021 H2p)/(T + 273)

where

PE = potential ET (cm/day)

H = mean number of daylight hours per day during period of interest

T = mean air temperature during period of interest (°C)

P = saturation water vapor pressure at temperature T (millibars).

Values of H and p are given in Tables III-18 and 19. The “period of interest” for

irrigation studies is the irrigation season.

Irrigation Return Flows

A 2000 ha irrigation district diverts an average of 350,000 m3/day of

water from a river in the irrigation season. During this time, the mean river

flow is l,000,000m3  /day. The delivery system is 80 percent efficient

and the district operates at an average leaching fraction of 0.3. The river

water salinity is 200 mg/l.

Determine:

a) Return flow volume and salinity

b) River salinity downstream of the return flow.

Solution:

Data for the problem:

D = 350,000 m3/day

Q = 1,000,000 m3/day

s. = 200 mg/lu

‘d = 0.8

LF = 0.3

a) From equation III-44, return flow is:

R = 0.3(9.8)(350,000)
= 84,000 m3/day

with salinity given by Equation III-45:

s = 200/0.3 = 667 mg/l
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TABLE III-18
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TABLE III-19

SATURATION VAPOR PRESSURE AS FUNCTION OF TEMPERATURE

(Jensen, 1973)

Temperature Saturation Water Vapor Pressure
(°C) (millibars)

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

32

6.1

7.1

8.1

9.4

10.7

12.3

14.0

16.0

18.2

20.6

23.4

26.4

29.8

33.6

37.8

42.4

47.5
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b) Downstream salinity is computed by Equation III-41:

200(1,000,000 - 350,000) + 677(84,000)
‘A = 1,000,000 - 350,000 + 84,000

= 255 mg/l

3.6 URBAN RUNOFF LOADS

Nonpoint source pollution from urban runoff differs in several ways from its

rural counterpart. Runoff rates are usually much higher in urban areas due to the

distribution of impervious surfaces (pavements, roofs, etc.). Urban runoff is

collected in separate storm sewers or combined sewers. The later collect both runoff

and sanitary wastewater. During a large runoff event, storm flow may exceed sanitary

flows by one or more orders of magnitude. To avoid flooding from surcharged combined

sewers, combined sewer “overflows” are discharged directly to receiving waters.

These overflows are highly polluting since they contain runoff pollutants, raw

sanitary sewage, and scoured wastewater solids which were previously deposited in the

sewers.

Urban runoff quality is influenced by human activities; important determinants

are land uses and population density. Land uses may be considered the “source areas”

in an urban watershed; the total runoff load is the sum of runoff loads from each

land use.

Sections 3.6.1 and 3.6.2 describe equations for determining annual and event

pollutant loads. The annual loading functions are highly empirical, but provide

estimates of pollutant loads from both separate storm sewers and combined sewer over-

flows. Conversely, the event loading functions are more analytical, but describe

only runoff (i.e., separate storm sewer load).

Urban runoff and combined sewer overflow data are summarized by Huber, et al .

(1979) and E. C. Jordan Co. (1984), Additional references on urban runoff computa-

tions include Novotny and Chesters (1980) and Kibler (1982).

3.6.1 Annual Urban Runoff and Combined Sewer Loads

General urban loading functions have been proposed by Heaney, et al . (1977), and

Heaney and Huber (1979) of the form:

‘k = ‘kFkykp (III-47)
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where

‘k = annual load of pollutant due to runoff from land use k (kg/ha)

‘I( = pollutant concentration factor (kg/ha-cm)

‘k = population density function

‘k = street cleaning factor

P = annual precipitation (cm).

Total pollutant load from the urban area is:

(III-48)

where

L = annual pollutant load due to runoff (kg)

‘k = area of land use k (ha).

Equation III-47 can be interpreted as a general loading function which multi-

plies a water flux (Fk P) by a concentration (~k) and an attenuation ratio (yk)-

Annual precipitation is obtained from local weather data or the general map

shown in Figure III-19. Concentration factors for separate and combined severed land

uses are given in Table III-20.

The population density function is as follows:

[

1.0, commercial and industrial

‘k = 0.142 + 0.134 PD0”54, residential

0.142, other

(III-49)

where

PD = population density (persons/ha).

The street cleaning. factor Yk is based on street cleaning interval Ns
(days) :

Yk = Ns/20 for Ns < 20 (III-50)

For Ns > 20 days, no street cleaning effects are apparent and Yk = 1.0.

Because most pollution load in-combined sewers is due to raw wastewater and sewer

scour, street cleaning will not significantly reduce loads, and Yk = 1.0 for

combined sewers areas.
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FIGURE III-19
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TABLE III-20

POLLUTANT CONCENTRATION FACTORS FOR ANNUAL LOADING

FUNCTIONS (HEANEY AND HUBER, 1979)

Land Use
Pollutant (kg/ha-cm)

BOD5 SS VS PO4 N

Separate Sewers

Residential 0.35 7.2 4.2 0.015 0.058

Commercial 1.41 9.8 6.2 0.033 0.131

Industrial 0.53 12.9 6.3 0.031 0.122

Other Developed 0.05 1.2 1.2 0.004 0.027

Combined Sewers

Residential 1.45 29.7 17.2 0.061 0.239

Commercial 5.83 40.6 25.6 0.138 0.539

Industrial 2.21 53.0 26.2 0.291 0.504

Other Developed 0.21 4.9 4.8 0.018 0.066

Estimation of Annual Urban Pollutant Loads

Consider a city of 4000 hectares of which 20 percent is commercial, 10

percent industrial, 65 percent residential and 5 percent is in other developed

areas. The residential population density is 25 persons/ha. Most of the city has

separate sewers but approximately 30 percent of the residential area still has

combined sewers. The streets are swept every five days in the commercial and

industrial areas and are not swept in the residential areas. The mean annual

precipitation is 105 cm. Determine the average annual loads of nitrogen and

phosphate.
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Solution:

The land use areas are:

Commercial:

Industrial:

Residential:

80Oha

400ha

780ha, combined

1820ha, separate

200haOther:

III-49. The street cleaning factor is:

Loads from each land use are given byEquation III-47, with Fk from Equation

‘k= 5/20= 0.25

in commercial/industrial areas and Yk = 1.0 in all other areas. The population

function for residential areas is:

‘k = 0.142 + 0.134(25)0”54
= 0.904

Loading calculations are summarized in the following table.

~k (kg/ha-cm) Lk (kg/ha)

Land Use ‘k ‘k N P04 N P04
—— —— —.

Residential
combined 0.904 0.239 0.061 22.69 5.79
separate 0.904 i:: 0.058 0.015 5.51 1.42

Commercial 1.0 0.25 0.131 0.033 3.44 0.87

Industrial 1.0 0.25 0.122 0.031 3.20 0.81

Other 0.142 1.0 0.027 0.004 0.40 0.06

Total annual loads are obtained by multiplying each load Lk by its respective

area as in Equation III-48.

Nitrogen:

780(22.69) + 1820(5.51) + 800(3.44) + 400(3.20) + 200(0.40)

Phosphate:

780(5.79)

Over half the poll

area.

= 31,800 kg/yr

+ 1820(1.42) + 800(0.87) + 400(0.81) + 200(0.06)

= 8100 kg/yr
ution load comes from the 780-ha combined sewer residential

3.6.2 Event Loads in Urban Runoff

Event loading functions for urban runoff are based on general procedures proposed

by Any et al . (1974), many of which were incorporated in the U.S. Army Corps of
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Engineers urban runoff model STORM (Hydrologic Engineering Center, 1977). The basic

loading function is similar to that used for solid-phase rural runoff loads (Equation

III-18). Sediment (also referred to as “dirt and dust” or simply “solids”) in runoff

is multiplied by a pollutant concentration:

L = 10-6C Y (III-51)

where

L = pollutant load in urban runoff (kg/ha)
Y = sediment washed off the urban area during a runoff event (kg/ha)

C = pollutant concentration in sediment (ppm: fig/g, or mg/kg).

Although Equation 111-51 is often used for both dissolved and solid-phase pollutants,

we would expect it to be more accurate for the latter.

Sediment washoff is limited by the total sediment which has accumulated on land

surfaces:

Y = W X (III-52)

where

X = accumulated

W = fraction of

The washoff function

linear function of runoff

1981) :

sediment at the time of the storm (kg/ha)

X which washes off during the storm.
is derived by assuming that washoff rate is a

rate and accumulated sediment (Amy et al ., 1974; Alley,

dX(h) = -uqX(h) (III-53)
Z

or

h
X(h) = X(0) exp [-u

J
qdh]

0

(III-54)

where

X(h) = sediment remaining on the land surface at hour h after the beginning

of a storm (kg/ha)

X(0) = accumulated sediment at the beginning of a storm (kg/ha)

q = runoff rate (cm/hr)

u = washoff coefficient (cm-l).
The integral in Equation III-54 is the total storm runoff up to hour h. If we let h

equal storm duration then:

X(h) = X(0) exp(-uQ) (III-55)
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where

Q = total storm runoff (cm).

The washoff coefficient is determined by assuming 90% of accumulated sediment

will be washed off with 1.27cm (0.5in) of runoff (Amy et al ., 1974). Hence

0.1 X(0) = X(0) exp [- 1.27u] or u = 1.8 cm-l. The fraction of sediment washed off is:

~= X(0) - X(h)
x(o)

(III-56)= 1 - exp(-1.8Q)

and Equation III-51 can be written:

L = 10-6 [1 - exp(-18Q)] CX (III-57)

When this loading function is applied to an area with multiple land uses, either

loads are weighted from each area:

L.~aL
kkk

or weighted average concentrations and sediment accumulations are used:

Cx =

where

ak = fraction of total area in land use k

[~akxk][~akck]

(III-58)

(III-59)

‘k = pollutant load from land use k (kg/ha) as given by Equation III-57

‘k = accumulated sediment on land use k (kg/ha)

Ck = pollutant concentration in sediment on land use k (mg/kg).

3.6.2.1 Runoff

Two alternative procedures are used in STORM to

is the U.S. Soil Conservation Service’s Curve Number

described in Section 3.4.2. Appropriate urban curve

moisture conditions (CN2) are given in Table III-21.

compute storm runoff. The first

Equation (Equation III-3) as

numbers for average antecedent

The second option is based on runoff coefficients and depression storage:

Q = CR(P - DS) (III-60)
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TABLE III-21

RUNOFF CURVE NUMBERS (ANTECEDENT MOISTURE CONDITION II)

FOR URBAN AREAS (SOIL CONSERVATION SERVICE, 1975)

Land Use Description
Hydrologic Soil Group

Open spaces, lawns, parks, golf courses, cemeteries, etc.

Good condition: grass cover on 75% or more of the area

Fair condition: grass cover on 50% to 75% of the area

Commercial and business area (85% impervious)

Industrial districts (72% impervious)

Residential:

Average lot size Average % impervious

1/8 acre or less 65

1/4 acre 38

1/3 acre 30

1/2 acre 25

1 acre 20

Paved parking lots, roofs, driveways, etc.

Streets and roads:

Paved with curbs and storm sewers

Gravel

Dirt

39 61 74 80

49 69 79 84

89 92 94 95

81 88 91 93

77 85 90 92

61 75 83 87

57 72 81 86

54 70 80 85

51 68 79 84

98 98 98 98

98 98 98 98

76 85 89 91

72 82 87 89
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where

P = storm precipitation (rainfall + snowmelt, cm)

DS = depression storage (cm)

CR = runoff coefficient.

Equation 111-60 (which applies only for P > DS) suggests that precipitation must

satisfy the available depression storage on plant surfaces and in mud puddles, pot

holes, etc., before runoff will occur.

A conceptual view of this runoff process is shown in Figure 111-20. Depression

storage DS is at a maximum value DS* when the land surface is completely dry, and the

depression shown in Figure III-20 is empty. However, previous events may have

partially filled depressions so that as in the figure, only a portion of DS* remains

to be filled.

Depressions are assumed to be emptied by evaporation, and a general mass balance

is:

for

DSt+l =DSt+Et-Pt

*
0: ‘St+l SDS

(III-61)

(III-62)

where

DSt =

Pt =

Et =

DS* =

Evaporation may

Section 3.5.2.

depression storage on day t (cm)

precipitation on day t (rain + snowmelt, cm)

evaporation on day t (cm)

maximum depression storage (cm).

be assumed equal to potential evapotranspiration and determined as in

The depression storage computation (Equations III-61,62) is a procedure for

describing antecedent moisture conditions. When the Curve Number Equation is used,

antecedent moisture is a function of 5-day antecedent precipitation. In Equation

III-60, the water in storage on the land surface is the indicator of antecedent

moisture.

Both maximum depression storage DS* and the runoff coefficient CR are

functions of the urban area’s impervious surfaces:

CR=cri I +crp (1-I)

DS* =dsi I +dsp (1-I)

(III-63)

(III-64)
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FIGURE III-20 CONCEPTUAL MODEL OF DEPRESSION STORAGE

where

I = fraction of the urban area which is impervious

cr., cr = runoff coefficients for impervious and pervious areas

ds;, dsp =
P

maximum depression storage (cm) for impervious and pervious

areas.

Default runoff coefficients used in STORM are cri = 0.90 and cr = 0.15 (Hydrologic

Engineering Center 1977). Typical depression storage coefficients are dsi = 0.15cm

and ds = 0.60cm (Aron,
P

1982; Novotny and Chesters, 1980). These values may be used

when more specific local data are unavailable.

Impervious fractions are best estimated directly from aerial photographs or

land-use maps. When these are not available, regression equations based on population

density are sometimes used. The equation given by Heaney and Huber (1979) can be

approximated by:

I = 0.069 PD0”48

where

PD = population density (persons/ha).

(III-65)

3.6.2.2 Sediment

Sediment and pollutant accumulation in urban areas is a complex process which
depends on daily deposition from the atmosphere and other sources, removal by street
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cleaning and washoff by runoff. In order to estimate C and X in Equation III-57, we

must begin by determining the sediment or solids accumulation. This rate may be

measured by monitoring of storm sewer suspended solids data. When these data cannot

be obtained, average values from previous urban monitoring programs must be used.

Urban sediment data are often normalized with respect to the length of street

curbing. This is because most of the dirt and dust which constitutes urban sediment

collects in street gutters. Daily sediment buildup is:

x = z cl (III-66)

where

x = daily sediment buildup (kg/ha-day)

z = sediment accumulation rate (kg/km of curb per day)

Cl = curb length density (km/ha).

Curb length may be estimated as twice the total street lengths, and Cl is

obtained by dividing curb length by area. Alternatively, the regression equation

given by the American Public Works Association (1974) may be used (converted to

metric units):

Cl = 0.31 - 0.27(0.93)PD

Urban sediment accumulation rates from several sources

(III-67)

are given in Table

III-22. The rates given by Amy et al ., (1974) and Sartor and Boyd (1972) are mean

values based on data from a number of urban areas. The STORM rates are suggested

default values for that model. Although the Sartor and Boyd (1972) rates are larger

than the other two sets, they are generally comparable with the Amy et al ., (1974)

data. The Sartor and Boyd rates are recommended for use in Equation III-66 because

they are conservative and consistent.

Sediment will accumulate at a daily rate x until the streets are cleaned or a

runoff event occurs. The daily sediment mass balance is:

xt+l
=xt+x-Yt-st (III-68)

where

+ = accumulated sediment at beginning of day t (kg/ha)

‘t = sediment removed in runoff on day t (kg/ha)

‘t = sediment removed by street cleaning on day t (kg/ha).

If a runoff event occurs on day t, then from Equations III-52 and 56:
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TABLE III-22

URBAN SEDIMENT (SOLIDS) ACCUMULATION RATES

Amy et Sartor &
al (1974) Boyd (1972)a STCRMb

Land Use (all in kg/curbs-l km-day)

Residential 42

Single-family 48* 10
residential

Multi-family 66* 34
residential

Commercial 21 69* 49

Industrial 127* 68

Light industry 110

Heavy industry 57

Parks 22

Open space 3.4

*Recommended values

aCited in Novotny and Chesters (1980)

bHydrologic  Engineering Center (1977)

Yt = [1 -exp(-l.8Qt)]\ (III-69)

where

Qt = runoff on day t (cm).

Conversely, if the streets are cleaned on day t:

‘t =e $ (III-70)

where

e = street cleaning efficiency (fraction removed by cleaning).

It is assumed that streets are not cleaned on the same day that a runoff event

occurs.

Sediment accumulations and removal are illustrated in the following example.
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Urban Sediment Accumulation and Removal

A storm occurs on May 31 which removes all sediment from an urban area.

Subsequent storms occur on June 9 and June 15 which produce 0.5cm and l.lcm
of runoff, respectively. On June 6, the streets are cleaned with an efficiency

e = 0.4. The daily sediment buildup is x = 80 kg/ha. How much sediment is con-

tained in the runoff from the June 15 storm?

Solution:

Letting May 31 be day t = O, the next event is the cleaning on day 6

(June 6). Accumulated sediment is X6 = 6(80) = 480 kg/ha.

Cleaning removes:

S6 = 0.4(480) = 192 kg/ha

and on June 7, remaining sediment is:

X7 = X6 -s6+y.

= 480 - 192 + 80 = 368 kg/ha.

For the June 9 runoff event, X9 = 368 + 2(80) = 528 kg/ha. Sediment

washoff from Equation III-69 is:

Y9 = [1 - exp(-1.8(0.5))] 528

= 313 kg/ha.

On the following day:

‘lo = ‘9 - Y9 + 80

= 528 - 313 + 80

= 295 kg/ha.

On June 15, X15 = 295 + 5(80) = 695 kg/ha, and sediment washoff in the

1.1 cm of runoff is:

3.6.2.3 Pollutant Concentrations

Y Ic = [1 - exp(-l.8(1.1))] 695L.J
= 599 kg/ha

Pollutant concentrations in sediment can be obtained from sampling of sediment

accumulations in street gutters or sampling of storm sewer flows. General values for

conventional pollutants are given in Table III-23. Concentrations of metals and

organic compounds are given in Tables III-24 and 25.
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TABLE III-23

CONCENTRATIONS OF CONVENTIONAL POLLUTANTS

IN URBAN SEDIMENT (SARTOR AND BOYD, 1972,

CITED IN NOVOTNY AND CHEATERS, 1980)

Land Use
Residential Commercial Industrial

Pollutant (mg/kg) (mg/kg) (mg/kg)

BOD5 9,200 8,300 7,500

COD 20,800 19,400 35,700

Kjeldahl Nitrogen 1,700 1,100 1,400

Nitrate-Nitrogen 50 500 60

Phosphate-Phosphorus 900 800 1,200

TABLE III-24

CONCENTRATIONS OF METAL IN URBAN SEDIMENT

(AMY, et al , 1974)

Industrial
Residential Commercial Light Heavy

(mg/k) (mg/k)
Weighted Mean

(mg/kg) (mg/kg)

Cd 3.0 4.2 4.0 3.9 3.4

Cr 192 225 288 278 211

Cu 93 133 128 107 104

Fe 20,600 23,300 21,800 28,600 22,000

Pb 1,430 3,440 2,780 1,160 1,810

Mn 392 397 490 570 418

Ni 28 48 41 37 35

Sr 21 18 27 23 21

Zn 350 520 368 317 370
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TABLE III-25

CONCENTRATIONS OF MERCURY AND ORGANIC COMPOUNDS

IN URBAN SEDIMENT (AMY, et al , 1974)

Concentration
Pollutant (mg/kg)

H g 0.083

Endrin 0.0002

Dieldrin 0.028

PCB 0.770

Methoxychlor 0.500

DDT 0.076

Lindane 0.0029

Methyl Parathion 0.002

DDD 0.082

3.6.2.4 Loading Computations

The basic loading function for pollutants from urban runoff events (Equation

III-57) is deceptively simple. Storm runoff and sediment accumulation, which are

required by the loading function, depend on dynamic processes and are not easily

computed. If the Curve Number Equation (Equation III-3) is used for runoff, curve

numbers must be selected based on antecedent precipitation. Conversely, the runoff

coefficient/depression storage runoff equation (Equation III-60) requires the daily
moisture calculations indicated by Equations III-61 and 62. Sediment accumulation is

determined using Equations III-66, 68, 69, and 70.

Event-based urban runoff loading computations are too complex to be routinely

done by hand. Although the following example demonstrates that hand calculations are

possible, loading estimates are most efficiently done by computer. Indeed, the

equations described in this section are the basis of the STORM computer model of

urban runoff waste loads.
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Lead in Urban Runoff From a Storm Event

Estimate the washoff of lead from a 200-ha urban area during a 2-cm rain-

storm. The area has a population density of 25 persons/ha and is 60% residential

and 40% commercial. The previous storm 20 days ago washed the area clean.

Streets were cleaned 9 days ago with an efficiency of 55%. Daily evaporation rate

during the 20-day period was 0.2 cm/day.

Solution:

Since this is a multi-land use area, we will use weighted loads as in

Equations 111-59 and 57. Equation 111-60 will be used to compute runoff:

Q = CR(P - DS)
To obtain runoff and depression storage coefficients from Equations III-63 and

64, the impervious fraction I must be calculated from Equation III-65:

I = 0.069 PD0”48

= 0.069 (25)0”48 = 0.32

Using the typical coefficients for impervious and pervious areas given in Section

3.6.2.1:

CR = 0.90(0.32) + 0.15(0.68) = 0039
DS* = 0.15(0.32) + 0.60(0.68) = 0.46cm

Since maximum depression storage is 0.46cm, and daily evaporation is 0.2 cm/day,

depressions will dry within three days. Therefore, on the day of the storm

DS = 0.46cm, and runoff is:

Q = 0.39(2-0.46) = 0.60cm

From Equation III-57:

L = 10-6[1 - exp(-1.8(0.60))] CX

= 0.66(10)-6CX

Thus 66% of the accumulated lead (CX) is washed off by the storm.

Daily sediment accumulation rates can be obtained from Table III-22.

Assuming that the residential area is divided equally between single-family and

multi-family residences, rates are (48+66)/2 = 57 kg/km-day for the residential

area (60%) and 69 kg/km-day for the commercial Portion (40%). The weighted

average is:

z = 0.60(57) + 0.40(69) = 61.8 kg/km-day

Curb length density from Equation III-67 is:

Cl = 0.31 - 0.27(0.93)25 = 0.266 km/ha
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and daily loading is:

x = 0.266(61.8) = 16.4 kg/ha.

On day 11, when streets are cleaned, X = 11(16.4) = 180.4 kg/ha. Cleaning

removes 55%, leaving 81.2 kg/ha. On the storm day:

X= 81.2 + 9(16.4) = 229 kg/ha.

Lead concentrations, from Table III-24, are 1430 mg/kg and 3440 mg/kg

for residential and commercial areas, respectively, producing a weighted average

of:
C = 0.60(1430) + 0.40(3440) = 2234 mg/kg.

Substituting these values of X and C in the loading function produces

the lead load in runoff:

L = 0.66(10)-6  2234(229) = 0.34 kg/ha

or, over the 200-ha area:

200(0.34) = 68 kg.

3.7 GROUNDWATER WASTE LOADS

3.7.1 Characteristics

Groundwater pollution is of major concern because it endangers water supplies.

Organic chemicals, nuclear wastes, nitrates and other compounds may leach from such

sources as waste land application sites, storage lagoons, landfills, croplands,

lawns, gardens and construction sites. The general characteristics of the problem

are shown in Figure III-21. The figure shows a “waste” which has been buried beneath

the soil surface, This waste could be contaminants such as PCBs in a landfill,

septic tank drainage, fertilizers, pesticides, or toxic compounds in abandoned waste

dumps. In other situations the wastes may be on the soil surface or contained in a

storage lagoon. Chemicals are leached from wastes by percolation, and this leachate

moves through the unsaturated soil zone to an underlying aquifer or saturated zone.

Groundwater pollution is often much more difficult to manage than pollution of

surface waters. Since the water supply is beneath the soil surface, pollution

effects are seldom visible. When contamination is detected in samples from monitor-
ing wells or water systems, it is usually too late to eliminate the pollution source.

Chemical movement through the unsaturated zone is relatively slow in the absence of

fractures or other irregularities which channelize flows. In many soils, pollutants

may move less than a meter per year. A chemical which is detected in a well may have

begun its transit from an abandoned waste dump 20 years ago. Even if the dump is

subsequently excavated, a 20-year supply of the chemical remains in the groundwater
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FIGURE III-21 POLLUTANT TRANSPORT To AN AQUIFER

transport “pipeline”. Compared to surface waters, the “flushing time” of aquifers is

very long.

A further complication is the conservative nature of many pollutants in aquifers.

Aquifers lack much of the self-purifying or assimilative capacity of surface waters.

During transport through the aerated unsaturated zone, chemicals may be removed from

leachate by plant uptake, volatilization, biochemical decay and adsorption. However,

these removal mechanisms are often greatly reduced or eliminated once a chemical

reaches the saturated zone.

Groundwater pollution problems are complex, and they are often analyzed by

computer models based on the differential equations describing water and solute

movement through porous media (Bachmat et al ., 1980). These models are well beyond

the scope of this screening manual. The discussion in this section is limited to

simple procedures to estimate pollution loads to the saturated zone. Pollutant

movement in the aquifer is not considered and steady-state, uniform one-dimensional
flow is assumed. Since the time scale of groundwater pollution is measured in years,

the loading estimates are annual values.

Succeeding subsections discuss water balances, nitrate loads from land applica-

tion sites and leaching of organic chemicals.
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3.7.2 Water Balance

Little downward movement of a chemical is possible in the absence of percolation.

Although some movement due to diffusion is possible, convection and dispersion

associated with a water flux are the major transport mechanisms in the unsaturated

zone. Based on the processes shown in Figure III-21, percolation is given by:

Q = P + I - E (III-71)

where

Q = annual percolation (cm)

I = annual irrigation (cm)

P = annual precipitation (cm)

E = annual evapotranspiration (cm).

Equation III-71 applies to a waste source in or on the soil surface which is not

contained within an impermeable layer or storage lagoon. In the latter cases,

percolation is equal to seepage or leakage through the layer or lagoon bottom.

Mean annual potential evapotranspiration minus precipitation is shown in Figure

III-22. For a vigorous plant cover, ET is approximately equal to potential ET and

the values in Figure III-22, converted to centimeters, can be used in Equation III-71

to provide a simple screening device for groundwater pollution. In the absence of

irrigation, negative values of E-P (i.e. P > E and hence Q > O) identify areas of

potential groundwater pollution. Conversely, nonirrigated areas with positive E-P,

and hence neglible percolation, are less likely to have contaminated groundwater.

These conclusions apply only when a vigorous plant cover is maintained on the

waste site to maximize ET. A denuded or fallow site will produce little ET and

maximize opportunities for percolation.

3.7.3 Nitrate Loads to Groundwater From Waste Application Sites

Municipal sewage and sewage sludges are often applied to land. Land application

may thus eliminate a major surface-water pollution source, but it may also create a

groundwater pollution problem. A major concern is the leaching of inorganic nitrogen,

in the form of nitrate, from the wastes and subsequent transport to the saturated

zone. Nitrate is extremely mobile in soils, and since it is toxic to infants and

livestock, it is often considered the most critical pollutant from land application

systems .

This subsection presents a simple nitrate loading calculation procedure adapted

from Haith (1983). The procedure

percolation from the root zone of

estimates nitrate concentrations as nitrogen in

a land application site.
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FIGURE III-22
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3.7.3.1 Model Description

Components of the model are shown in Figure III-23. An annual application of

nitrogen in waste is divided into organic and inorganic forms. Inorganic nitrogen is

subject to volatilization losses, and the remainder is considered available for plant

or crop uptake and leaching. Waste organic nitrogen consists of two components, a

labile or readily mineralizable fraction which is available for plants and leaching

during the first year following application, and a stabilized fraction which miner-

alizes at rates comparable to other forms of soil organic nitrogen. The available

nitrogen supply thus consists of sludge inorganic nitrogen, rapidly mineralized

sludge organic nitrogen and slowly mineralized soil and sludge organic nitrogen.

Since inorganic nitrogen in the soil is rapidly oxidized to nitrate, it is assumed

that all available nitrogen is nitrate.

Annual mass balances for soil organic nitrogen and available nitrogen are:

ot+l = Ot(l-m) + (1-a)1000 NF\ (III-72)

‘t = mOt + (1-v)1OOO N(l-F)Xt + a1000 NF$

= mOt + 1000 N [(1-v)(l-F) + aF] Xt (III-73)

where

‘t = soil organic nitrogen (including stabilized waste organic nitrogen)

at beginning of year t (kg/ha)

$ = waste application of dry solids in year t (t/ha)

m = annual mineralization rate for soil nitrogen

a = fraction of waste organic nitrogen mineralized during year of

application

N = nitrogen fraction of solids

F = organic fraction of waste solids

‘t = available nitrogen (nitrate-nitrogen) in year t (kg/ha)

v = fraction of waste inorganic nitrogen which is volatilized.

Nitrogen loss by leaching is the difference between available nitrogen and

crop uptake:

(III-74)

where

‘t = nitrate-nitrogen leachate in year t (kg/ha)

Cnt = crop nitrogen uptake in year t (kg/ha).

Since there are no additional removal mechanisms for nitrate once it passes
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FIGURE III-23 NITROGEN DYNAMICS AT A LAND APPLICATION Site

below the root zone, Lt is also the nitrate-nitrogen waste load to the saturated

zone, although if the water table is well below the soil surface, the load may not

reach the aquifer for several years.

3.7.3.2 Steady-State Loading Function

The loading calculation given by Equation III-74 is complicated somewhat by

the need for sequential computations for soil organic nitrogen by Equation III-72.

However, after many years of waste application at an average rate X (t/ha):

‘t = Oo(l-m)t + BX [1 + (l-m) + (1-m)2 + . ..]

zOo(l-m)t + BX/m (III-75)
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where

B = (1-a) 1000 N F, and 00 is the initial soil organic nitrogen level.

The steady-state organic nitrogen level D is BX/m or:

~= (1-a)1000 N F X/m (III-76)

Substituting lJ into Equations III-73 and 74 produces the steady-state

loading function:

L = 1000NX [1 - v(l-F)]-Cn (III-77)

where

L

x

N

F

v

Cn

= annual steady-state nitrate-nitrogen load to groundwater (kg/ha)

= average annual solids application rate (t/ha)

= nitrogen fraction of solids

= organic fraction of waste nitrogen
= fraction of waste inorganic nitrogen which is volatilized
= average crop nitrogen uptake.

3.7.3.3 Loading Function Data

Typical values for crop nitrogen uptake are given in Table III-26. Volatiliza-

tion rates (v) are based on the ammonium content of the waste and the method of
application. If the waste is sprayed or spread on the soil surface, all ammonia can

be assumed to volatilize. For example, if 70% of the inorganic nitrogen in the waste

is in the ammonium form, then v = 0.70. Conversely, when wastes are injected or

otherwise directly incorporated in the soil, there is little opportunity for

volatilization and v = O.

Waste properties (X, N, F) will depend on the specific waste and the operation

of the disposal site.

Nitrate-Nitrogen Load from a Sludge Land Application Site

Determine the steady-state loading of nitrate-nitrogen from a land applica-

tion site for sewage sludge in central Florida. The sludge is spread on fescue at

an annual rate of 10t/ha. The sludge solids are 5% nitrogen and 70% of the

nitrogen is organic. The inorganic nitrogen is 90% ammonia nitrogen. AlSO

estimate the average nitrate-nitrogen concentration in percolation entering the

saturated zone.
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TABLE III-26

TYPICAL VALUES OF CROP NITROGEN

UPTAKE (POWELL, 1976)

Crop Annual Nitrogen Uptake (kg/ha)

Forage Crops

Coastal Bermuda Grass

Reed Canary Grass

Fescue

Alfalfa

Sweet Clover

Red Clover

Lespedeza Hay

Field Crops

Corn

Soybeans

Potatoes

Cotton

Wheat

Sugar Beets

Barley

Oats

540-670

250-400

300

160-250

180

90-140

150

170

100-110

220

70-110

60-90

80

70

60

Forest

Young Deciduous (s 5 yrs) 110

Young Evergreen (~ 5 yrs) 70

Medium and Mature Deciduous 30-60

Medium and Mature Evergreen 20-30
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Solution:

Equation III-76 is used to determine steady-state loading:

L= 1000NX [1 - v(1-F)]-Cn

where X = 10, N = 0.05, F = 0.7. Also, since the inorganic nitrogen is 90%

ammonia and the sludge is spread on the soil surface, v = 0.9. Crop uptake Cn is

300 kg/ha from Table III-26.

L = 1000(0.05)10 [1-0.9(0.3)] -300

= 65 kg/ha

To determine the nitrate-nitrogen concentration, percolation Q must be
estimated. From Figure III-22, E-P = -5in = -12.7cm for central Florida.

Neglecting water in the sludge, Equation III=71 indicates percolation

Q = P-E = 12.7cm
Since lcm over 1 ha is 100m3, total percolation is 1270m3, and the
nitrate-nitrogen concentration is

65/1270 = 0.051 kg/m3 = 51 mg/l

which greatly exceeds the drinking water standard of 10 mg/1.

3.7.4 Leaching of Organic Chemicals

The potential for groundwater pollution from an organic chemical is determined

by adsorption and degradation processes. Organic chemicals are partially adsorbed by

soil particles, and movement of a chemical is retarded or slowed compared to the

movement of the percolation water. Degradation of organic compounds by biochemical
processes and volatilization in the unsaturated zone will reduce the quantity of the

chemical so that only a fraction of the original compound will remain to enter an

aquifer. If the chemical is strongly adsorbed and rapidly degraded, and the water

table is well below the soil surface, there is minimal chance of groundwater contami-

nation. Conversely, pollution is favored by any of the following conditions: weak

adsorption, slow degradation, or high water table.

3.7.4.1 Adsorption

Simple procedures for modeling movement of adsorbed chemicals are based on the

concept of a retardation factor, R (Freeze and Cherry, 1979) which is defined as:

R = u/us (III-78)
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where

u = mean water velocity (cm/yr)

u = mean chemical (solute) velocity (cm/y r).

Harley and Graham-Bryce (1980) have shown that R is equivalent to the ratio of

total to dissolved chemical. Consider a soil element with volume one cm3 containing
an organic chemical which is both dissolved in soil water and adsorbed to soil

particles. Total chemical in the element is:

C = fd + ba (III-79)

where

c = total chemical (~g/cm3)

d = concentration of chemical in the soil water (~g/cm3)

f = soil water content (cm3/cm3)

a = concentration of chemical on soil particles (~g/g)

b = soil bulk density (g/cm3).

If we assume a linear equilibriun adsorption relationship:

a = KDd (III-80)

where

‘D = adsorption partition or distribution coefficient (cm3/g)

then the ratio of total to dissolved chemical is (fd + bKDd) /fd, or:

R = 1 + (bKD/f) (III-81)

The retardation factor is thus a function of a chemical property (KD) and

two soil properties (b and f). For flow in the unsaturated zone, the moisture

content f is generally assumed to be field capacity. Typical field capacities and

bulk densities are given in Table III-27. The partition coefficient KO be

estimated from the octanol-water partition coefficient Kow using Equations III-38

and III-36 as explained in Section 3.4.4.3.3.1. Values of Kow for many organic

compounds are given in Chapter 2 of this manual.

The retardation factor provides a general indication of a chemical’s mobility in

the soil. For nonadsorbed ions such as chloride and nitrate, R approaches unity and

the chemical moves at approximately the same velocity as the percolation. For

strongly adsorbed chemicals, R is much larger than one and movement through the soil

is slow compared to the percolation velocity (us << u).

The retardation factor also is used to estimate the distance which a chemical

moves in t years. Thus, Z/X = ut/ust = R, or:

X = Z/R (III-82)
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where

where

Z = water displacement during time t (cm)

X = chemical displacement during time t (cm).

Assuming plug flow, annual water displacement (cm/yr) due to percolation is:

Z = Q/w (III-83)

Q = annual percolation (cm)

w = available water capacity (cm).

Available water capacity is used in Equation III-83 rather than field capacity or

porosity since unsaturated soils drain to field capacity during percolation, and soil

water held below wilting point does not participate in the flow process. Mean values

of w are given in Table III-13 or may be computed from Table III-27 as w = field

capacity - wilting point.

Equations III-83, 82 and 81 can be combined to estimate the mean annual downward

movement of an organic chemical:

x Q/w
= 1 + bKD/f

(III-84)

TABLE III-27

MEAN SOIL PROPERTIES (BAES AND SHARP, 1983)

Bulk Field Wilting
Density Capacity Point Porosity

Soil Type (9/cm3) cm3/cm3 cm3/cm3 cm3/cm3

Silt loam 1.33 0.35 0.13 0.49

Clay and clay loam 1.30 0.36 0.22 0.51

Sandy loam 1.50 0.22 0.08 0.43

Loam 1.42 0.32 0.13 0.46
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Due to dispersion, portions of the chemical will be displaced greater or lesser

distances than X. If a chemical is initially at the soil surface, the location of

its center mass after percolation Q is given by X (see Figure III-24).

The time required for the chemical center of mass to reach the aquifer, and

hence the mean travel time of the chemical through the unsaturated zone is:

T = 100H/X

where

(III-85)

T = mean time for a chemical to reach the water table (yr)

H = depth to the water table (m),

3.7.4.2 Degradation

In the absence of chemical decomposition, even strongly adsorbed chemicals will

eventually reach aquifers. The degree of groundwater pollution by an organic chemical

is very much influenced by degradation or decay rates. Degradation of organic

compounds is discussed in detail in

is generally assumed such that:

c(t)

where

C(t) =

f =

Equation III

Chapter 2 of this manual. A first order process

= C(0) exp(-kst) (III-86)

chemical in the soil at time t (g/ha)

decay rate (yr-l).

-86 may be used to estimate the chemical mass entering the saturated

zone. From Equation III-85, the average travel time to the water table is T and

hence the chemical entering the saturated zone is:

C(T) = C(0) exp(-ks T) (III-87)

where

C(T) = chemical mass entering the water table T years after leaching begins

(g/ha)
C(0) = initial chemical mass at the soil surface (g/ha).

Equation III-87 is only approximate because due to dispersion, portions of the

chemical will require more or less time than T to reach the aquifer. Moreover, decay

rates (ks) are uncertain for most chemicals. Although representatives values are
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FIGURE III-24 DOWNWARD MOVEMENT OF A CHEMICAL IN SOIL

given in Chapter 2, most reported rates were measured in waste treatment systems and

surface waters. Few data are available for estimation of decay rates in the subsoil.

3.7.4.3 Groundwater Loads of Organic Chemicals

Equations III-84, 85 and 87 may be used to estimate organic chemical loads to

aquifers. Due to the limitations of the equations (linear adsorption, first order

decay, dispersion, uncertain rates, homogeneous porous media), the calculated loads

should only be considered “order-of-magnitude” estimates.

Napthalene Leaching from a Waste Storage Site

50,000 g/ha of napthalene is leaching from an abandoned waste disposal

site. The site is on a sandy loam with 1% organic matter. Water table depth is

1.5m. Mean annual percolation is 40cm. Based on the information in Chapter 2,

napthalene has an octanol-water partition coefficient of Kow= 2300 and a
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half-life of 1700 days.

How much napthalene will reach the aquifer and what will be the resulting

napthalene concentration at the water table surface?

Solution:

Equations III-36, 37 and 38 must be used to estimate the partition

coefficient KD:

‘D = Koc (%OC/100)

%OC = 0.59 (%OM)

K = 0.66 K:~02gOc

The organic carbon partition coefficient is:

KOc = 0.66(2,300)1”029  = 1900

%OC = 0.59(1) = 0.59

KD= 1900(0.59/100) = 11.2
Bulk density (b), field capacity (f) and available water capacity (w) may be

estimated from the data in Table III-27 for sandy loams:

b = 1.5 g/cm3

f = 0.22 cm3/cm3

w = 0.22-0.08 = 0.14cm3/cm3.

Annual napthalene movement is given by Equation III-84:

‘= I + l~g(ii~i)/o.22  = 3*7 Cm’yr

Average time to reach the water table is:

(III-36)

(III-37)

(III-38)

(III-84)

T= 100 H/X (III-85)

or

T = 100(1.5)/3.7 = 40.5 yr.

To use Equation III-87 to calculate the napthalene remaining after 40.5 years, we

must first determine the decay rate k~. From Equation III-86, when t = half-life

= 1700/365 = 4.66 yr, C(t) = 0.5C(0). Hence:

0.5 = exp(-4.66ks)
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or

k~ = -ln(O.5)/4.66 = 0.149

Using Equation III-87:

C(T) = 50,000 exp [-0.149(40.5)]

= 120 g/ha

Thus approximately 120 g/ha of the original 50,000 g/ha will eventually

leach into the aquifer. The center of mass of the napthalene will reach the

aquifer in a little over 40 years.

To determine the napthalene concentration in water at the aquifer surface, we

must first divide the 120 g/ha into dissolved and adsorbed components. The

retardation factor R is the ratio of total to dissolved chemical. Equation

III-81 gives:

R = 1 + bKD/f

= 1 + 1.5(11.2)/0.22= 77

The dissolved napthalene mass is 120/R:

120/77 = 1.56 g/ha

Assuming this mass is dissolved in one year’s percolation flow, 40cm = 4000m3/ha,

the concentration is 1.56/4000 = 0.00039 g/m3 = o.39i-lg/l.

3.8 ATMOSPHERIC WASTE LOADS

Atmospheric waste loads are direct mass inputs of pollutants from the atmosphere

to surface waters. These loads occur as a result of both dry deposition and scaveng-

ing by precipitation. For the purposes of water quality screening studies, atmospheric

loads are often considered constant, and are best determined by monitoring. The sum

of atmospheric and background waste load (see Section 3.3), generally constitutes the

minimum pollution input to a surface water body.

Regional data are available for a limited number of pollutants. Figure III-25

and Table III-28 indicate atmospheric nutrient loads for regions in the U.S.

3.8.1 Dry Deposition

Pollutants occur in the atmosphere as 1) particulate; 2) gases; or 3) dissolved

in water vapor. Cautreels and Van Cauwenberghe (1978) give distribution coefficients
between the gas and particulate phases for 55 aliphatic hydrocarbons, polycyclic

aromatic hydrocarbons, phthalic acid esters, fatty acid esters, aromatic acids and

basic compounds.

Both particulate and gases may settle out onto receptor surfaces. For particles
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TABLE III-28
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< 0.3 ~m in diameter, the major process is Brownian diffusion. For diameters 0.5 to

5um inertial impaction-interception governs and for diameters > 5Mm, gravitational

settling is dominant. For gravitational settling, Stokes’ Law may be used to

predict the settling velocity. Since Stokes’ Law is applicable only to quiescent
media, it should give an upper bound for Vd (the deposition velocity). It is

stated as:

g (ad)* (o-pa)
Vd =

18P

where

‘d = settling velocity (cm/sec)

a = conversion factor (10-4)

g = acceleration of gravity, 981.46 (cm/sec2)
u = viscosity of air, 0.000177 (g/cm-sec) at 10°C

P = particle density, ~ 2 (g/cm3)

= density of air, 0.001243 (g/cm3) at 10°C‘a
d = particle diameter (microns).

(III-88)

For particles < 5Bm in diameter Stokes Law is not applicable and experimental

values for the deposition velocity should be used. Eisenreich et al . (1981) suggest

values of Vd = 0.1 to 0.5 cm/sec for trace organics. Some experimental values

are shown in Table III-29.

Once the settling velocity is known, the following procedure can be used to

predict the dry deposition loadings:

‘=vdcpAf

where

L = load of the pollutant delivered to the receptor surface as dry

deposition (mass/see)

‘d = particle settling velocity (m/sec)

c = concentration of atmospheric particulate (mass/m3)

Ap = projected receptor area (m2)

f = fraction (by mass) of the pollutant in the particulates.

(III-89)

Normally, smaller size particles are more chemically and physically reactive

than larger particulate, and therefore pollutants will be associated with these

smaller particles. Obviously the particle size to which pollutants are adsorbed

affects their atmospheric residence time and, hence, loadings. According to Neff

(1979), most polycyclic aromatic hydrocarbons are associated with particulate in the

1 to 2 micron range. Cautreels and Cauwenberghe (1978) have shown that aerosol
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TABLE III-29

FIELD-MEASURED DRY DEPOSITION VELOCITIES

‘d Collection

Compound (cm/s) Surface

PCB 0.5 ---

(Aroclor

1242, 1254)

PCB

PCB, DDT

(gas phase)

0.3-3

0.19

PCB, DOT 1.0

PCB 0.14

(total)

PCB 0.04

(Aroclor

1016)

Mineral-oil-coated

plates

Estimated

Estimated

Glycerol-coated

plates

Glycerin-water,

Al pans

PCB 0.43 ---

Source: Eisenreich et al ., 1981
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polycyclic aromatic hydrocarbons are associated with particles of median diameter

from 0.7 to 1.4 µ m. In addition, they give the concentrations of 50 trace organic

compounds associated with different size particles. Higher weight polycyclic aromatic

hydrocarbons, alkanes, and carboxylic acids had significant mass fractions associated

with >1 ~m diameter particles.

Dry Atmospheric Deposition of Pollutants

Adsorbed to Particulate

Estimate the maximum daily loading of pyrene to a watershed having an area of

106m2 overlain by an air mass having a mean daily particulate concentration

of 50 ug/m3. The average pyrene content of the particulates is 1.0 x 10-4

fig-pyrene/tig. Assume a deposition velocity of 0.1 cm/sec.

Solution:

Compute the daily dry deposited load of pyrene, using Equation III-89:

‘=vdcpAF

= 4.32 x 105~g/day

Gas phase pollutants may also be deposited directly to the watershed surface.

In this case the loading equation is:

where

L =

‘d =

A =

C =

L = Vd C A

dry deposited load (mass/sec)

gas deposition velocity (m/sec)

receptor area (m2)

ambient concentration of the gas phase pollutant (mass/m3).

(III-90)
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Dry Atmospheric Deposition of Gaseous Pollutants

Estimate the annual deposition of toxaphene to a 1 ha area at Stoneville, MS

during 1974. The mean monthly atmospheric concentrations are shown in Table

III-30. Assume an average deposition velocity of 0.2 cm/sec for the entire year.

Solution:

12

L ‘z ‘dcnAtn
n= 1

Month ‘d c A tn L
n ‘(m/sec) (ng/m3) (m2) (sec) (ng)

1

2

3

4

5

6

7

8

9

10

11

12

.002

.002

.002

.002

.002

.002

.002

.002

.002

.002

.002

.002

10.9 104 31 x 86400 5.84 x 108

9.7 104 28 x 86400 4.69 x 108

19.1 104 31 x 86400 1.02 x 109
27.7 104 30 x 86400 1.43 x 109

44.3 104 31 x 86400 2.37 x 109

38.6 104 30 x 86400 2.00 x 109
175.0 104 31 x 86400 9.37 x 109

903.6 104 31 x 86400 4.84 x 1010

524.6 104 30 x 86400 2.72 x 1010

114.8 104 31 x 86400 6.15 x 109

32.9 ~04 30 x 86400 1.71 x 109

12.6 104 31 x 86400 6.75 x 108

1.O1 x 1011
ng/year

or 101.4 g/year
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TABLE III-30

AVERAGE MONTHLY ATMOSPHERIC LEVELS OF

FOUR PESTICIDES AT STONEVILLE, MISSISSIPPI

-1 ->
Endrin (nom ) Toxaphene (nom I

1972 1973 1974 1972 1973 1974

January

February

March

April

May

June

July

August

September

October

November

December

Average

January

February

March

April

May

June

July

August

September

October

November

December

Average

1.1

1.1

2.1

3.1

1.0

0.9

5.2

10.1

8.9

4.0

0.5

0.0

3.2

0.1

0.1

0.7

0.7

1.2

3.8

0.7

5.0

8.4

5.0

1.1

0.2

2.3

0.2

9.2

0.6

0.5

0.7

0.7

9.3

27.2

18.8

4.3

1.0

0.5

5.3

-3
Methyl Parathion (nom )

0.0 0.0 1.0

0.0 0.0 0.3

0.0 0.0 0.3

0.0 0.0 0.6

0.0 0.0 0.6

1.6 22.8 0.9

61.4 4.5 40.9

216.9 129.3 341.1

111.7 791.1 167.9

1.4 17.1 2.0

0.0 0.0 0.0

0.0 0.1 0.0

32.8 80.4 46.3

0.0

13.0

68.0

67.4

32.4

44.2

400.7

1540.0

827.9

97.9

9.3

0.0

258.4

10.8

12.6

32.6

34.1

17.2

16.2

117.3

515.3

378.8

37.6

14.8

6.3

99.5

0.0

0.0

16.8

10.8

46.8

109.9

41.1

268.8

322.6

161.1

0.0

9.9

82.3

-~
Total DDT (nom )

3.9

4.8

11.1

11.4

18.6

49.5

9.6

25.6

24.6

18.9

11.9

2.4

16.0

10.9

9.7

19.1

27.7

44.3

38.6

175.0

903.6

524.6

114.8

32.9

12.6

159.5

3.0

3.6

7.6

7.7

15.6

12.8

24.3

37.9

19.4

5.1

3.3

2.1

11.9

Source: Arthur et al (1976)
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3.8.2 Wet Deposition (Precipitation Scavenging)

Precipitation falling through the atmosphere tends to scavenge particulate and

absorb gases so that it contains a variety of substances. Because of the volume of

precipitation which generally occurs, it may constitute a significant pollutant

loading. Load calculation for wet deposition is given by:

l = 1O C P A (III-91)

where

L = load of the pollutant delivered to the receptor as wet deposition

(mass/see)

C = concentration of the pollutant in precipitation (mass/liter)

P = precipitation rate (cm/sec)

A = projected receptor area (m2).

3.9 POINT SOURCE WASTE LOADS

The purpose of this section is to help users estimate waste loadings of toxic

and conventional pollutants from municipal and industrial point sources. Removal

efficiencies and discharge concentrations are both provided.

When possible site-specific data should be used in lieu of the guidance presented

here. Since permitted dischargers are required to routinely monitor their discharges,

often the point source data required are available.

When only a few measurements of effluent quality are available, those data may not

be representative of long-term averages. Long-term averages are typically required for
most of the steady-state analyses contained in this document. Figure III-26, for

example, shows influent cadmium loading to the Kokomo, Indiana, wastewater treatment

plant (Yost et al ., 1981). Cadmium loading appears to exhibit a weekly cycle, with

loadings the lowest on Sundays. For this case, seven-day averages would be appropriate

for preliminary analyses.

When using the data presented in the following sections, users should keep in

mind the variability of removal efficiencies and influent and effluent pollutant

concentrations between point sources. The following factors all contribute to

effluent quality variability:

l Geographic location

* Climate

9 Mixture of influent sources (industrial/domestic)

l Size of community

l Design flow rate versus actual flow rate.
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Figure III-26  INFLUENT CADMIUM LOADING To PLANT DURING STUDY
(FROM YOST ET AL, 1981)

3.9.1 Municipal Waste Loads

Table III-31 summarizes typical influent concentrations of conventional pollutants

for wastewater treatment plants. Concentration ranges are shown for strong, medium,

and weak wastewater. Table III-32 summarizes typical removal efficiencies of common

conventional pollutants from a variety of wastewater treatment plant types. Scheme

number O in the table denotes the raw wastewater characteristics. The table shows

both percent removal and effluent concentrations based on the characteristics of the

raw wastewater chosen. The removal efficiencies can be used for the range of concen-

trations shown previously in Table III-31, assuming the plant is operating within

design conditions.

Table III-33 summarizes effluent phosphorus and nitrogen concentrations for 662

primary treatment plants, trickling filters, activated sludge plants, and stabili-

zation ponds. The data were collected as part of the National Eutrophication Survey

initiated by the U.S. Environmental Protection Agency in 1972 (Gakstatler et al .,

1978). The user can cross-compare effluent nutrient levels predicted based on joint

use of Tables III-31 and III-32 against the values in Table III-33 to help get a typical

range of values. Table III-33 also shows per capita flow rates, per capita total

phosphorus loads, and per capita total nitrogen loads for each treatment type. These
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TABLE III-31

TYPICAL INFLUENT MUNICIPAL WASTE CONCENTRATIONS

Concentration mg/l

Constituent Strong Medium** Weak

Solids, total

Dissolved, total

Fixed

Volatile

Suspended, total

Fixed

Volatile

Settlable solids, (ml/liter)

Biochemical oxygen demand, 5-day, 20° (BOD5-200)

Total organic carbon (TOC)

Chemical oxygen demand (COD)

Nitrogen, (total as N)

Organic

Free ammonia

Nitrites

Nitrates

Phosphorus (total as P)

Organic

Inorganic

Chlorides*

Alkalinity (as CaC03)*

Grease

1,200

850

525

325

350

75

275

20

400

290

1,000

85

35

50

0

0

15

5

10

l00

200

150

720 350

500 250

300 145

200 105

220 100

55 20

165 80

10 5

220 110

160 80

500 250

40 20

15 8

25 12

0 0

0 0
8 4

3 1

5 3

50 30

100 50

100 50

*Values should be increased by amount in carriage water.
**In the absence of other data use medium strength data for planning purposes.

Source: Metcalf and Eddy, 1979

-255-



TABLE III-32

MUNICIPAL WASTEWATER TREATMENT SYSTEM PERFORMANCE

Influent: see Scheme Number O for assumed characteristics.

Scheme Number**

0
Raw waste water

1

2

3

4

5

6

7

Effluent Concentrations (mg/l), (% Total Removal Efficiencies*)

’005 COD    SS ‘T ‘ (mgP/1 ) ‘T ‘ (mgN/1 )

200(0%) 500(0%) 200(0%) 10(0%) 40(0%)

130(35%) 375(25%) 100(25%) 9(10%) 32(20%)

40(80%) 125(75%) 30(85%) 7.5(25%) 26(35%)

25(88%) 100(80%) 12(94%) 7(30%) 24(40%)

18(91%) 70(86%) 7(96%) 1(90%) 22(45%)

18(91%) 70(86%) 7(96%) 1(90%) 4(90%)

13(94%) 60(88%) 1(99.5%) 1(90%) 3(92%)

2(99%) 15(97%) 1(99.5%) 1(90%) 2(95%)

*Efficiencies for wastewater treatment are for the approximate concentration
range, as measured by BOD5, of 100~ BOD5~400,  (mg/l).

**Scheme No.
0
1

:

4

5

6

7

Process
No treatment
Primary
Primary, plus Activated Sludge (Secondary Treatment)
Primary, Activated Sludge, plus Polishing Filter (High Efficiency
Or Super Secondary)
Primary, Activated Sludge, Polishing Filter, plus Phosphorus
Removal and Recarbonation
Primary, Activated Sludge, Polishing Filter, Phosphorus Removal,
plus Nitrogen Stripping and Recarbonation
Primary, Activated Sludge, Polishing Filter, Phosphorus Removal,
Nitrogen Stripping Recarbonation, plus Pressure Filtration
Primary, Activated Sludge, Polishing Filter, Phosphorus Removal,
Nitrogen Stripping Recarbonation, Pressure Filtration, plus
Activated Carbon Adsorption

Source: Meta Systems, 1973
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TABLE III-33

MEDIAN AND MEAN PHOSPHORUS AND NITROGEN CONCENTRATION AND

MEDIAN LOADS IN WASTEWATER EFFLUENTS FOLLOWING FOUR

CONVENTIONAL TREATMENT PROCESSES (Gakstatter et al ., 1978)

Treatment Type
Trickling Activated Stabilization

Primary Filter Sludge Pond

Number of Sampled Plants

Total Population Served

Ortho-P Conc.
(mg/l)

Total-P Conc.
(mg/l)

Total-P Load
(kg/cap·y)

Total-N Load
(kg/cap-y)

Inorganic-N Conc.
(mg/l)

Total-N Conc.
(mg/l)

Total-N Load

TN:TP Ratio

Per Capita Flow
(l/cap”d)

Median
Mean

Median
Mean

Median

Median

Median
Mean

Median
Mean

Median

Median

Median

55

1,086,784

3.5 ± 0.29*
4.0 ± 0.62

6.6 ± 0.66
7.7 ± 1.19

1.1 ± 0.10

3.7

6.4 ± 1.00
8.3 ± 1.40

22.4 ± 1.30
23.8 ± 3.48

4.2 ± 0.40

3.4

473 ± 72

244

3,459,893

5.1 ± 0.21
5.4 ± 0.38

6.9 ± 0.28
7.2 ± 0.50

1.2 ± 0.05

2.9

7.1 ± 0.38
8.2 ± 0.60

16.4 ± 0.54
17.9 ± 1.23

2.9 ± 0.17

2.4

439 ± 19

244

4,357,138

4.6 ± 0.24
5.3 ± 0.40

5.8 ± 0.29
6.8 ± 0.51

l.0 ± 0.06

2.4

6.5 ± 0.45
8.4 ± 0.69

13.6 ± 0.62
15.8 ± 1.16

2.2 ± 0.15

2.4

394 ± 26

119

270,287

3.9 ± 0.34
4.87 ± 0.62

5.2 ± 0.45
6.6 ± 0.81

0.9 ± 0.10

2.0

1.3 ± 0.29
5.5 ± 1.95

11.5 ± 0.84
17.1 ± 3.59

2.0 ± 0.26

2.2

378 ± 38

*Value ± 1 standard error.
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can be used to generate loadings based on population served. The typical per capita

flow ranges between 378 and 473 (/(cap-d).

Table III-34 summarizes phosphorus removal from plants that use chemical addition

for phosphorus removal. The phosphorus removal efficiencies vary from 71 percent to

98 percent, and average 85 percent. This is only 5 percent lower than the percent

phosphorus removals shown earlier in Table III-32 for process types 4 through 7

(which included phosphorus removal processes).

Barth and Stensel (1981) also summarize nitrogen removal performance of single-

stage and two-stage activated sludge vitrification plants, but do not report removal

efficiencies for the vitrification augmented processes.

Removal of metals and toxic organics from municipal wastewater treatment plants

has been monitored over a considerably shorter historical time span than for the

conventional pollutants. Table III-35 summarizes influent metal concentrations,

effluent metal concentrations, and removal efficiencies for treatment plants at
selected cities (Yost et al ., 1981). From the table, it is clearly seen that there

is a wide variability in influent metal concentrations, effluent concentrations, and

removal efficiencies (even for the same type of treatment process). The variability

of influent concentrations is not unexpected due to the variety of sources that

contribute to municipal wastewater. Minear et al . (1981) have shown that the corre-

lation between influent metal concentrations and percent industrial flow is very

poor. Figure III-27 illustrates for copper. However, for a single treatment plant

with fixed industrial sources, the correlation should be better.

E. C. Jordan Co. (1982) documents a 30-day study of priority pollutants at the

Moccasin Bend wastewater treatment plant in Chattanooga, Tennessee. The plant is a

42 MGD conventional-activated sludge treatment plant that treats an average dry

weather flow of 42 MGD. Approximately 50 percent of the flow originates from

industry. Table III-36 summarizes the variability of influent priority pollutants,

BOD, and TSS. Table III-37 summarizes the removal efficiencies for the primary and

secondary units. Note the generally poor removal efficiencies associated with

primary treatment. A number of the pollutants do not appear to be removed at all.

Table III-38 summarizes effluent concentrations in five Southern California

wastewater treatment plants. Note that these are generally very large dischargers

(four are over 100 MGD), and may not be typical of smaller plants. The effluent

trace metal concentrations are, in many cases, higher than the influent concentra-

tions at the Moccasin Bend plant.

The most comprehensive study to date on priority pollutants in publicly owned

treatment plants was completed by Burns and Roe (1982). They collected data from 40
POTWs. Table III-39 summarizes the occurrence of priority pollutants in the influents

and effluents of the 40 plants for pollutants detected in at least 10 percent of the

samples. Note the high occurrence of metals in both influent and effluent samples.
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TABLE III-35
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FIGURE III-27 INFLUENT COPPER CONCENTRATIONS To WASTEWATER TREATMENT
PLANTS As A FUNCTION OF PERCENT INDUSTRIAL FLOW

Table III-40 summarizes removal efficiencies of a number of the pollutants as a

function of different types of treatment. There is a significant increase in per-

centage removal between primary treatment plants and secondary activated sludge

treatment plants for each of the pollutants in the table.

3.9.2 Industrial Waste Loads

Compared to municipal discharges, effluent levels from industrial sources are

less easily predictable because of the variety of categories and treatment processes

used. Table III-41 shows 35 major industrial categories and frequently detected

priority pollutants associated with the categories. Keith and Telliard (1979) have

estimated the frequency of occurrence of the priority pollutants in industrial

wastewater. Their results were shown previously in Table II-3. If industrial wastes

are thought to contribute a significant percentage of pollutants to the water body

being analyzed, the user should try to obtain more specific data on the industries

present. Local agencies can provide effluent data for the industries in question.

However, the industries may not be required to monitor for the specific pollutant(s)

of concern. The Effluent Guidelines Division of the U.S. EPA can also provide

guidelines for specific categories of pollutants. They have developed extensive

documentation for each major industrial category. The “treatability manual” (USEPA,

1982a, b, c, d) is one such source that contains data related to approximately 200

pollutants associated with industrial processes. The manual contains the following

information:
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TABLE III-36

INFlUENT VARIABILITY ANALYSIS AT MOCCASIN BEND WASTEWATER TREATMENT PLANT

30-Day Study Six-Day Study
Standard Standard

Mean Deviation Mean Deviation

Parameter(1) (Bgf!z) (lJg/c) (yg/i!) (llg/t)

Volatiles
18
20
73

12
49
36

14
43
77

Benzene
1,1,1-Trichloroethane
Chloroform
l,2-Trans-Dichloro-

ethylene
Ethylbenzene(2)
Methylene Chloride(2)
Toluene(2)
Trichloroethylene
Tetrachloroethylene

2
20
4 0

378
10
81

1
17
30

236
12
52

1
23
88

321
26
52

1
18
86

325
51
87

Acids
Phenol 201

5
155

7
448

2
209

22,4-Dichlorophenol

Base/Neutrals
1,2,4-Trichlorobenzene
1,3-Dichlorobenzene

100
1
4

55

45
1
3

45

17
2
5
11

22
6
8

11
1,4-Dichlorobenzene
Naphthalene
Bis(2-Ethylhexyl)

Phthalate
Di-N-Butyl Phthalate
Diethyl Phthalate

7
2
3
1

12
5
4
1

15
14
8
2

14
4
6
3Phenanthrene

Metals
Chromium
Copper
Cyanide
Mercury(ng/l)
Nickel
Silver
Zinc

226
123

4747
333
9 8
21

486

160
24

1664
816
37
7

132

225
77
83

303
73
5

332

527
25
84

270
76
2

164

Conventional
BOD:
TSS

115
93

435
327

112
95

303
232

Influent variability analysis conducted on priority toxic pollutants detected
50 percent of the time or greater in addition to lead and cadmium for combined
36-day period.
Outlier values were removed from data base.
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TABLE III-37

SELECTED POLLUTANT MASS PERCENT REMOVALS AT

MOCCASIN BEND WASTEWATER TREATMENT PLANT

Percent Removal

Primary Secondary Overall

Pollutantl Treatment Treatment* Treatment

Metals
Cadmium
Chromium
Copper
Cyanide
Lead
Mercury
Nickel
Silver
Zinc

Volatiles
Benzene
1,1,1-Trichlorethane
Chloroform
1,2-Trans-Dichloroethylene
Ethylbenzene
Methylene Chloride
Tetrachlorethylene
Toluene
Trichloroethylene

Acids
Phenol
2,4-Dichlorophenol

Base/Neutrals
1,2,4-Trichlorobenzene
1,3-Dichlorobenzene
1,4-Dichlorobenzene
Naphthalene
Bis(2-Ethlyhexyl) Phthalate
Di-N-Butyl Phthalate
Diethyl Phthalate
Phenanthrene

Conventional/Non-Conventional
BOD:
TSS

25
0

21
0

12
21
0

17
18

7
13
1
0
0

16
25
10
42

0
2

12
14
0
0
0

4 0
0
0

10
30

42
95
75
15
69
100
49
83
70

78
80
56
100
89
47
88
86
78

92
46

79
30
88
92
77
6

36
36

86
82

56
79
80
11
69

100
49
86
75

80
82
56
100
87
55
91
87
87

91
47

82
40
88
91
.57
44
0
0

88
87

Priority toxic pollutants listed were detected in the influent wastewater
50 percent of the time or greater (with the exception lead and cadmium which
were detected 46 percent of the time).

Percent removal based on mass removal, in activated sludge treatment units
alone.
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TABLE III-38

1981 EFFLUENT CONCENTRATIONS FROM FIVE SOUTHERN

CALIFORNIA WASTEWATER TREATMENT PLANTS

Hyperion
7 mile Orange Point

JWPCP 5 mile (Sludge) County Loma Oxnard

Flow MGD

General Constituents
(mg/l)

Suspended Solids
Settled Solids
BOD
Oil + Grease
NH3-N
Organic-N
Total -P
MBAS
CN
Phenols
Turbidity
Toxicity (T.U.)

Trace Metals (~g/1)

Ag
As
Cd
Cr
Cu
Hg
Nl
Pb
Se
Zn

Chlorinated Hydro-
carbons (~g/1)

DDT

PC B
TICH

*except as noted
**Total solids

364 369

167 77
0.3 0.9

202 169
23.3 22
39.3 16.1
14.0 7.3
9.2 6.9
5.37 4.12
0.08 0.08
2.85 0.06

79 63
4.2 0.81

8.0 25.0
12.0

1::: 17.0
11.0 54.0

154.0 200.0
1.8 0.7

148.0 108.0
0.0 50.0
29.0 1.0

500.0 217.0

0.84 0.050

0.54 0.76
1.61 0.94

4.72

7,1OO**

353

266
214

0.442
0.37

739.0
183.0
892.0

3,340.0
9,320.0

36.0
2,400.0
2,000.0

44.0
11,800.0

0.58

3.05
4.68

212

119
1.1

151
21.1
25.7

0.04
0.09

79
1.0

13.0
3.0

26.0
82.0

248.0
0.4

69.0
74.0

220.0

0.02

1.55
1.56

130

114
0.95

161
29.3
27.7

4.38
0.013
0.073

53
1.3

13.0
5.0
8.0

43.0
133.0

0.8
7.5

136.0

190.0

0.084

0.665
0.816

17.7

56.9
<0.1

114
12.2
17.0
5.09

0.001
0.10

44
2.1

3.0
20.0
3.0
0.1

93.0
0.05
6.0

11.0

91.0

Not de-
tected
<0.033
<0.033
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TABLE III-39

OCCURRENCE OF PRIORITY POLLUTANTS IN POTW

INFLUENTS AND EFFLUENTS FOR POLLUTANTS DETECTED

IN AT LEAST 10 PERCENT OF THE SAMPLES (BURNS AND ROE, 1982)

INFLUENT

Percent of
Number of Number of Samples Minimum
Samples Times Where Value Maximum

Parameter Analyzed Detected Detected Units Detected Value

Zinc

Cyanide

Copper

Toluene

Chromium

Tetrachloroethylene

Methylene chloride

bis(2-Chloroethoxy)methane

Chloroform

Trichloroethylene

l,l,l-Trichloroethane

Ethylbenzene

Nickel

Phenol

Silver

Mercury

Di-n-butyl phthalate

Lead

1,2-trans-Dichloroethylene

Benzene

Butyl benzyl phthalate

Cadmium

Diethyl phthalate

Napthalene

1,1-Dichloroethane

Pentachlorophenol

282

284

282

288

282

288

288

287

288

288

288

288

282

288

282

282

287

282

288

288

287
282

287

287

288

287

282

283

281

276

268

273

266

265

263

260

244

231

224

220

208

196

185

176

179

175

165

157

151

142

89

84

100

100

100

96

95

95

92

92

91

90

85

80

79

79

71

70

64

62

62

61

57

56

53

49

31

29

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

Ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

22

3

7

1

8

1

1

2

1

1

1

1

5

1

2

200

1

16

1

1

2

1

1

1

1

1

9250

7580

2300

13000

2380

5700

49000

670

430

1800

30000

730

5970

1400

320

4000

140

2540

200

1560

560

1800

42

150

24

640
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TABLE III-39

(Continued)

INFLUENT

Percent of
Number of Number of Samples Minimum
Samples Times Where Value Maximum

Parameter Analyzed Detected Detected Units Detected Value

Y-BHC

1,1-Dichloroethylene

1,2-Dichlorobenzene

Phenanthrene

Anthracene

1,4-Dichlorobenzene

Arsenic

1,2-Dichloroethane

Antimony

Chlorobenzene

Dimethyl phthalate

Methyl chloride

1,2,4-Trichlorobenzene

2,4-Dimethylphenol

288

288

287

287

287

287

282

288

282

288

287

288

287

288

75

74

67

57

52

49

43

42

39

36

33

33

28

28

26

26

23

20

18

17

15

15

14

13

11

11

10

10

ng/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

20

1

1

1

1

2

2

1

1

1

1

1

3

1

3900

243

440

93

93

200

80

76000

192

1500

110

1900

4300

55

EFFLUENT

Percent of
Number of Number of Samples Minimum
Samples Times Where Value Maximum

Parameter Analyzed Detected Detected Units Detected Value

Cyanide 276 268 97 ug/l 2 2140

Zinc 289 272 94 ug/l 18 3150

Copper 289 263 91 ug/l 3 255

Methylene chloride 302 260 86 ug/l 1 62000

Chromium 289 247 85 ug/l 2 759

bis(2-Ethylhexyl) phthalate 302 254 84 ug/l 1 370
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TABLE III-39

(Continued)

EFFLUENT

Percent of
Number of Number of Samples Minimum
Samples Times Where Value Maximum

Parameter Analyzed Detected Detected Units Detected Value
Chloroform

Tetrachloroethylene

Nickel

Toluene

Di-n-butyl phthalate

l,l,l-Trichloroethane

Trichloroethylene

Y-BHC

Mercury

Phenol

Cadmium

Silver

Ethyl benzene

Benzene

Lead

Pentachlorophenol
Dichlorobromomethane
Diethyl phthalate

1,2-trans-Dichloroethylene

Antimony

Arsenic

Butyl benzyl phthalate

Selenium

302

302

289

302

302

302

302

303

288

302

289

289

302

302

289

301
302
301

302

289

289

302
289

247

239

216

160

158

157

137

99

86

87

81

73

73

69

61

63
47
39

39

37

35

34

29

82

79

75

53

52

52

45

33

31

29
28

25

24

23

21

21

16
13

13

13

12

11
10

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l
ug/l

ug/l

ug/l

ug/l

ug/l

ug/l

ug/l
ug/l

ug/l

ug/l

ug/l

ug/l
ug/l

1 87

1 1200

7 679

1 1100
1 97

1 3500
1 230

10 1400

200 1200

1 89
2 82

1 30

1 49

1 72

20 217

1 440

1 6
1 7

1 17

1 69

1 72

1 34
1 150

1,1-Dichloroethylene 302 29 10 ug/l 1 11
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TABLE III-40
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TABLE III-41

INDUSTRIAL CATEGORIES AND FREQUENTLY DETECTED

PRIORITY POLLUTANTS BY CATEGORY
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Volume I

l Summary of fate of approximately 200 pollutants in different industries

l Number of times each pollutant detected

4 Minimum, maximum, and mean concentration of each pollutant

o Percent removal for different treatment processes

l Effluent concentration ranges

Volume II

l Description of each industrial category

Q Pollutants associated with various categories

Volume III

o Technology for control/removal of pollutants (physical-chemical, biological,

disposal)

o Removal data

Volume IV

o Cost estimation for treatment.

The treatability manual is typically available at regional EPA headquarters.
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CHAPTER 4

RIVERS AND STREAMS

4.1 INTRODUCTION

The purpose of this chapter is to present simplified tools which can be

used to predict responses of rivers and streams to the impact of pollutants. The

introductory sections to the chapter should be read prior to solving any problems in

order to become familiar with the topics that will be covered and the limitations of

the formulations presented.

Rivers throughout this country are subject to a wide spectrum of geological,

biological, climatological , and anthropogenic impacts which produce a variety of

water quality problems. Approaches which provide guidance to the solution of these

problems, especially ones restricted to hand calculations, must be limited in scope.

The following guidelines have been used in selecting topics to be considered in this

chapter: 1. widely occurring problems, 2. those amenable to hand calculations, and

3. those for which planners can obtain sufficient data.

4.1.1 Scope

The major problen areas to be considered are:

@ Carbonaceous (CBOD) and nitrogenous (NBOD) biochemical oxygen demand

l Dissolved oxygen

l Temperature (with a discussion of low flow)

l Nutrients and eutrophication potential

o Coliform organisms

o Conservative constituents

@ Sedimentation and suspended solids

@ Toxic substances.

Beginning in 1974, the U.S. Environmental Protection Agency has for several

years published the National Water Quality Inventory which is a compilation of

current water quality conditions and recent trends in the nation’s rivers and lakes.

Several of the tables in that report series are relevant to this document and are

included here. Table IV-1 illustrates reference water quality levels used to define

acceptable pollutant limits in U.S. waterways. Table IV-2 shows water quality

conditions in eight major waterways in the United States, while Table IV-3 summarizes

the most widely observed water quality problems in the U.S. These tables will be

cited throughout this chapter.

Local water quality standards, when they exist, are preferable to the general

guidelines provided in Table IV-1. Table IV-4 shows example standards for dissolved

oxygen and water temperature for the states of Virginia and Maryland. Parts of the
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TABLE IV-1

REFERENCE LEVEL VALUES OF SELECTED WATER QUALITY

INDICATORS FOR U.S. WATERWAYS (U.S. EPA, 1976)

Parameter Reference Level

Ammonia ~ 0.02 mg/l as unionized ammonia
(for freshwater aquatic life)

Color < 75 platinum-cobalt units (for—
water supply)

Dissolved Oxygen > 5.0 mg/l (to maintain fish—
populations)

Dissolved Solids ~ 250 mg/l (for water supply)

Fecal Coliforms log mean ~ 200 per ml over 30 days
and 90 percent ~ 400 per ml (for
bathing waters)

Nitrate-N ~ 10 mg/l (water supply)

pH between 6.5 and 9.0 (for freshwater
aquatic life)

Phenols ~ 1 pg/1 (for water supply)

Suspended Solids and shall not reduce the depth of the
Turbidity compensation point by more than

10 percent (aquatic life)

Total Dissolved Gases ~ 110 percent saturation (aquatic
life)

standards are significantly different from the reference levels in Table IV-1. For

example the daily average dissolved oxygen standard for natural trout water for the

state of Virginia is 7.0 mg/l, while 5.0 mg/l is recommended for the protection of

aquatic life (Table IV-l). Thus, when local standards exist, they should be used in

lieu of general reference levels.

4.1.2 Significance of Problem Areas

Oxygen depletion is often the result of excessive CBOD and NBOD loadings par-

ticularly in combination with high temperature and low flow conditions. Increased

nutrient loadings to streams which produce elevated ambient concentrations can pose

substantial potential for eutrophication. The nutrient problem is currently one of

the most widespread areas of concern regarding river water quality. The health
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TABLE IV-2
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TABLE IV-3

WATER QUALITY PROBLEM AREAS REPORTED BY STATES*
NUMBER REPORTING PROBLEMS/TOTAL (EPA,1975)

Middle
Atlantic, Great
Northeast South Lakes Central Southwest West Islands Total

Oxygen
depletion

Eutrophi-
cation
potential

Health
hazards

Salinity,
acidity,
alkalinity

Physical
modification

Harmful
substances

11/13 9/9 6/6 6/8 4/4 6/6 4/6 46/52

11/13 6/9 6/6 8/8 2/4 6/6 4/6 43/52

11/13 8/9 5/6 8/8 3/4 5/6 5/6 45/52

3/13 6/9 2/6 6/8 4/4 4/6 2/6 27/52

7/13 3/9 3/6 8/8 3/4 6/6 5/6 35/52

6/13 6/9 5/6 4/8 4/4 2/6 3/6 30/52

* Localized or statewide problems discussed by the States in their reports.

hazards category in Table IV-3 lists elevated coliform levels as a problem of par-

ticular concern in northeastern and Great Lakes States. Salinity has been identified

as a major problem in the central and southwestern states.

Because of their importance, each of the problem areas described will be addressed

in this chapter. As shown in Table IV-5, many states routinely measure the parameters

associated with these problems. The total number of states responding to the survey

was 47. Because of the routine surveys conducted, data are commonly available for

performing hand calculations. NBOD, though not directly measured, can be found from

measurements of organic and ammonia nitrogen. Chloride concentration measurements

can be directly converted to ’salinity.

4.1.3 Applicability to Other Problems

The tools which are presented in this chapter are designed to address specific

water quality problems. However, a number of the tools, which are based on the law

of mass conservation, can be directly applied to other problems with little or no

modification. In the case of temperature prediction, an energy balance is used

(which is analogous to amass balance).
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TABLE IV-4

EXAMPLE RIVER WATER QUALITY STANDARDS

Dissolved Oxygen Temperature, °F
Class Description Minimum Average TN TMAX

Virginia

III

IV

V

VI

Maryland

I

III

IV

Coastal and Piedmont 4.0 5.0 5 90

Mountainous 4.0 5.0 5 87

Put and Take Trout Waters 5.0 6.0 5 70

Natural Trout Waters 6.0 7.0 5 68

Water Contact, Recreation 4.0* 5.0* 90**

Natural Trout Waters 5.0* 6.0* 68**

Recreational Trout Waters 5.0* 5.O* 75**

*These values apply except where lower values occur naturally.
**These apply outside the mixing zone. If natural temperature of receiving
water is greater than the standard, then that becomes the standard.

The degree of commonality of source and sinks of a particular pollutant (e.g.,

a nutrient) or water quality indicator (e.g., dissolved oxygen) is responsible for

the similarities and differences among the specific equations. For example, CBOD and

NBOD produce a similar general effect (oxygen depletion), generally have similar

sources and sinks, and for purposes of this study are assumed to follow first order

decay kinetics. Coliforms, also assumed to decay by first order kinetics, are

handled by the mass-balance approach. Conservative substances are different from
BOD and coliforms in that they do not decay. Finally, there are some instances where

a more subjective analysis is indicated and neither a mass nor energy balance is

presented.

Once the similarities among water quality parameters are understood, handling

two seemingly different problems can often be accomplished in a straightforward and
similar fashion. For example, the distribution of toxic substances that are either

conservative or follow a first order decay may be evaluated using techniques described
for conservative substances and coliforms, respectively.

4.1.4 Sources of Pollutants

Pollutant loadings originate from three general sources: point, nonpoint, and

natural. Each of these can constitute a major hurdle in meeting the 1983 goals of
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TABLE IV-5

WATER QUALITY PARAMETERS
COMMONLY MONITORED BY STATES* (EPA,1975)

Number
Parameter of States

Flow 47

Dissolved oxygen 47

Coliform bacteria 45

Nitrogen (any form) 39

Phosphorus (any form) 35

pH 35

BOD/COD/TOC 27

Water temperature 29

Turbidity

Solids (any type)

Metals (any type)

Chlorides

Alkalinity

Conductivity

Color

Sulfate

26

27

17

19

15

16

11

14

*Only parameters listed by at least 10 States and specified as being
part of each State’s monitoring program are included.

fishable and swimmable waters. Specifically, point sources (30 states), nonpoint

sources (37 states), and natural conditions (21 states) are all major contributors to

water quality problems (EPA, 1975).

It is imperative that the capacity to assess impacts of nonpoint sources be a

part of the hand calculation methodology for rivers. Table IV-6 illustrates the

importance of nonpoint source nutrient loading for selected rivers in Iowa. Up to 96

percent of the annual phosphorus load and up to 99 percent of the total nitrogen load

are from nonpoint sources. Admittedly, quantification of nonpoint source loads is

often difficult. Nevertheless, simplified nonpoint source terms will be included in

some of the mass-balance formulations. The methodology supplied in Chapter III can

be used to estimate the nonpoint source loading rates.

4.1.5 Assumptions

In deriving the mass-balance equations, a number of assumptions were made.

Users should be aware of each assumption so that the tools are not misapplied. The
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TABLE IV-6

ANNUAL PHOSPHORUS AND NITROGEN LOAD FOR SELECTED IOWA RIVER BASINS (EPA,1975)

Percent of
Total Point Sources Nonpoint Sources Total from

River (lbs/year) (lbs/year) (lbs/year) Nonpoint Sources

PHOSPHORUS

Floyd

Little Sioux

Chariton

Des Moines

Iowa

Cedar

NITROGEN

Floyd

Little Sioux

Chariton

Des Moines

Iowa

Cedar

*Orthophosphate

720,207

1,851,632

879,916

5,621,007

1,723,975*

5,099,507

1,705,984

9,609,556

1,585,427

41,334,897

2,075,830

6,804,881

29,807

129,088

48,203

586,015

103,445*

1,526,775

65,171

85,308

24,795

695,235

91,287

1,552,334

690,400

1,722,544

831,713

5,034,992

1,620,530*

3,572,732

1,640,813

9,522,248

1,560,632

40,639,662

1,984,543

5,252,547

95.9

93.0

94.5

89.6

94.0

70.1

96.2

99.1

98.4

98.3

95.6

77.2

most important assumptions are:

l The system is at steady-state.

l Dispersion is small compared to advection (i.e., plug flow is assumed).

l The river system is vertically and laterally mixed.

l When pollutants decay, the rates are first order.

The steady-state assumption means that conditions are not changing with time,

but only as a function of distance along the river. The time scale or steady-state

generally should be on the order of a week or longer. For example, the summer low
flow period generally represents a steady-state situation. However, storm events, and

the dynamic responses of a river to them, must be considered a transient phenomenon.
Dispersion effects can usually be neglected when pollutant input into a river is

continuous. Under these conditions the plug flow assumption is reasonable because
the net dispersive transport is small. However, when a slug of pollutant is dis-
charged instantaneously, dispersive transport is important since high concentration

gradients exist around the centroid of the discharged pollutant.

The fully-mixed assumption presupposes that concentration gradients exist only

in the direction of flow (longitudinal direction) and not in either the vertical or
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lateral direction. The final major assumption is that all decay rates can be approxi-

mated by first order kinetics. This means that the decay rate of a substance is
proportional to the amount present. First order decay is traditionally used in CBOD

computations, and occasionally in nitrogen oxidation. The oxidation of inorganic
nitrogen actually proceeds in stages from ammonia-N to nitrite-N to nitrate-N,

However, for purposes of this report, the first order decay rate is acceptable for
NBOD and coliforms, as well as CBOD. Before applying first order decay to other

substances, however, care should be taken to determine the validity of the assumption.

For a few of the analyses which follow, several of the aforementioned assumptions

are relaxed. In the discussion of mixing zones, Section 4.1.9, partial mixing is

discussed for wide rivers. In the discussion on toxicants, Section 4.9, the spill
analysis requires that an unsteady-state situation be analyzed where the effects of

dispersion are included.

4.1.6 Data Requirements

Required in the analysis of most water quality problems are one or more

types of data. For example, stream velocity (U), volumetric flow rate (Q), and

stream temperatures (T) are commonly needed. Decay rates, specific to the Particular

problem at hand, are also required.
The U.S. Environmental Protection Agency has published two documents (Bowie et

al ., 1985 and Zison et al ., 1978) intended to provide water quality modelers with a

comprehensive source of information on rate constants and coefficients. The document

provides extensive information on both biological and water quality parameters commonly

used in surface water modeling. The contents of the document will be useful to the

users of this document who are often faced with limited information on process rates

for the water bodies being analyzed.

Stream velocity is the most basic hydraulic parameter needed for the analyses

presented in this chapter. Ideally, the appropriate stream velocity is the travel
time of neutrally buoyant particles over the reach being investigated divided by the

distance traveled. Note that this concept of velocity is different from the velocity

determined by:

(IV-1)

As defined by Equation IV-1, this concept of velocity exists only at the point in the

river where the cross-sectional area is A. If the point of measurement is not

typical of the reach being investigated, then neither will the velocity be typical.

Consequently, should the user predict stream velocity based on cross-sectional area,

a location typical of the river reach being investigated should be chosen.
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An alternate method of predicting stream velocity, which does not depend on

either flowrate Q or cross-sectional area A is Manning’s Equation. A complete des-

cription of the use of this approach is given in many texts on surface water hydraul-

ics, one of the best being Chow (1959).

According to Manning’s Equation stream velocity under uniform flow conditions is

expressible as:

1.49 #/2 2/3u=y ‘H (IV-2)

where

n = Manning’s n

S = slope, ft/ft

‘H = hydraulic radius, ft.

Manning’s n is the roughness of the stream bed, and can be predicted as outlined in

Chow (1959). Barnes (1967) provides roughness data for 90 streams in the United

States, and includes cross-sectional areas and photographs of the streams investi-

gated. The slope can be estimated using topographic maps to predict elevation

changes between two locations and then overlying. a string over the stream path to

predict distance. The hydraulic radius (which is the ratio of the cross-sectional

area to wetted perimeter) can be estimated in terms of depth when the stream width is

much greater than the depth. Specifically:

~ depth, if channel cross-section is rectangular

‘H =
( 2/3 maximum depth, if channel cross-section is parabolic

4.1.7 Selection of Season

It is reasonable to expect that a particular water quality problem may be

more severe at one time of the year than another. Table IV-7 shows that pollutant

levels can depend on season (summer or winter) and flow rate (high flow or low flow).

Dissolved oxygen problems, for example, are clearly associated with summer, low flow

conditions. Consequently, for any particular pollution problem, users should strive
to perform the analysis under critical conditions. Where planning is performed with

consideration of the aggravated situation and where proper abatement action is taken,

it is likely that pollution concentrations will be below problem levels during other

times of the year. If a problem in fact exists, then it is under these conditions

that it will be most pronounced.

In the following sections, hand calculation methods for each problem area are

described with illustrative examples. Table IV-8 provides a summary of the material

presented.
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TABLE IV-8

WATER QUALITY ANALYSES FOR RIVER SCREENING METHODOLOGY

Water Quality Constituent Computational Procedures Supporting Information Included

Water temperature - equilibrium temperature - shortwave solar radiation

- mixing temperature - longwave solar radiation

- temperature profile for point sources - vapor pressure

Carbonaceous and nitrogenous - BOD profiles for point sources - graphs, tables, and equations
biochemical oxygen demand - BOD profiles with benthic sources added

for decay rates

- BOD profiles with both benthic and nonpoint
sources added

Dissolved oxygen

Nutrients

Coliform organisms

Sediment

Toxicants

- CBOD-NBOD-D0 profile for point sources

- D0 profiles with photosynthetic oxygen
production and benthic uptake added

critical dissolved oxygen conditions

- waste assimilative capacity

- growth limiting nutrient

nutrient profiles for point sources

nutrient profiles for nonpoint sources

coliform profiles for point sources

coliform profiles for nonpoint sources

bed load

suspended load

total load

- toxicant profiles for point and
nonpoint sources

mass flux volatilized, advected, and
transformed

spill analysis of low and high density
toxicants

- time required to desorb toxicant from
bedded sediments

- reaeration rates for shallow and
deep streams

- saturation dissolved oxygen levels
corrected for temperature, altitude,
salinity

photosynthetic oxygen production and
benthic uptake data

tabulated solutions for critical
dissolved oxygen levels

nitrogen/phosphorus ratios for
growth limitation

nonpoint source loading rates by
land use type

decay rates

median bed particle sizes for
numerous rivers

critical shear stress

sediment transport propensity factor

approximate bed load/suspended load
relationship

vapor pressure, solubility. octanol -
water portion coefficient for
priority pollutants

Henry’s Law Constant:

4.1.8 River Segmentation

Although the tools presented in this chapter are of a simplified nature they can

be used to analyze complex river systems (i.e., those which have a number of different

point and nonpoint sources of pollution, tributaries and withdrawals). Analysis of
these systems is accomplished by dividing the river into segments. The basic tenet

which must be followed is simply this: Segments are created so that one of the

analytical tools presented in this chapter can be used to predict the pollutant
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concentration profile within the segment.

Analyses of river systems normally begin at a segment where the boundary

conditions are known, and proceed sequentially downstream. Thus the results found

for one segment are used as the upstream boundary condition for the next segment.

Based on the tools in this chapter, the following rules should be followed when

segmenting:

1.

2.

3.

4.

5.

Point sources of pollutants enter the river just above the upstream

boundary of a segment. Tributaries are treated as point sources.

Nonpoint sources enter a river throughout the length of a segment.

Pollutant concentrations at the upstream end of segments are obtained by

mixing the pollutant concentration in the river with the contribution of

the point source at that location (if one exists). The location where

mixing occurs is called a mixing zone.

Generally constant hydraulic variables (e.g., depth and velocity)

are used throughout a segment. If there is a gradual change in the

hydraulic variables over distance, an average value can be used. If

there is an abrupt change in the variable, such as a velocity change

caused by a significant deepening of the channel, then a new segment can

be created at this boundary.
Decay rates, reaeration rates, and other rate coefficients remain

constant within a segment. If rate coefficients are known to change

significantly from one location to another in a river, then different
segments should be created. This rule is consistent with rule (4),

since rate coefficients are often functions of hydraulic variables.

Figure IV-la shows a stretch of the James River, located in Virginia. On

the stretch of the river shown, there is a tributary (Falling Creek), a sewage

treatment plant (STP), and a nonpoint source of runoff (agricultural). Segment
the river between locations and B in order to determine the profile Of a

pollutant which is discharged from each of the three sources.

First, it should be noted that often there is more than one way to segment

the river to successfully solve the problem. The most obvious method will be

illustrated here. Figure IV-lb shows the proposed solution. There are two mixing

zones - the first around the treatment plant and the second around the tributary

which is treated as a point source. The first segment is located from below the

first mixing zone to above the second mixing zone, and has a nonpoint source
discharging throughout the length of the Segment, consistent with rule (2). The

second segment is located below the second mixing zone and continues downstream to
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FIGURE IV-1  ILLUSTRATION OF RIVER SEGMENTATION
PROCEDURE ON THE JAMES RIVER

location B, which is the end of the nonpoint source. If Falling Creek had not

been present, a single segment and a single mixing zone would have been sufficient
to analyze the problem.
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A second, more comprehensive example will illustrate a number of points about

segmentation not covered in the previous example. One of these points is that the

segmentation scheme used can vary depending on the pollutant being analyzed.

Segment the river shown in Figure IV-2 beginning at location A and continuing

to location B in order to determine the instream BOO distribution. How would the

segmentation differ when predicting the dissolved oxygen profile?

Both point and nonpoint sources discharge to the river in Figure IV-2.

Several flows are diverted, and the river width changes over parts of the reach

being investigated. Each of the rules stated earlier will be utilized to segment

the river system. Figure IV-3 shows one solution to the problem. Depending on the

distances between the various sources of pollutants, which are not given in the

Figure IV-2 HYPOTHETICAL RIVER HAVING A VARIETY OF
POLLUTANT SOURCES AND SINKS.
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FIGURE IV-3 RIVER SEGMENTATION FOR BOD DISTRIBUTION.

problem, it might be possible to combine some of the segments. The reservoir is

assumed to be analyzed using the methods in Chapter 5, and so is not segmented.

Mixing zones are included around the four point sources: the food processing

plant, the tributary, the sewage treatment plant, and the pulp mill. In segments

9 and 11 there appear to be a number of point sources and diversions. Strictly

speaking, segments 9 and 11 do not follow the rules presented earlier, which

require mixing zones around each point source. However, the point sources and

sinks within segments 9 and 11 are assumed to represent equivalent nonpoint

sources, which act over the length of each segment. This approach can obviously

simplify the analysis of complex river systems by decreasing the number of segments

analyzed. However, the analysis is more approximate because the nonpoint source

is assumed to be uniformly distributed throughout the segment. Example IV-5

presented later shows a specific application of the concept of an equivalent

nonpoint source.
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In segment 2 the presence of the small dam is assumed not to influence

the BOD profile, so that its presence does not require a mixing zone. However if

the dissolved oxygen profile were being calculated, segment 2 would be divided

into two segments, with a mixing zone around the dam. This division is required

because the dissolved oxygen concentration can rapidly change (almost instantane-

ously) as the water flows over the dam. The dissolved oxygen concentration just

below the dam should be used as the upstream boundary conditions for the next

segment. The specific information required to accomplish this is discussed later

in Section 4.3.

A second difference in segmenting for dissolved oxygen occurs in Segment 8.

The presence of the attached algae is assumed not to influence the BOD profile,

but the algae are internal sources of oxygen. Thus segment 8 would be subdivided

at the upstream location of the attached algal growth.

4.1.9 Mixing Zones

A mixing zone, as used in this document, is nothing more than a short reach of

a river where a point source and river water mix. It is often assumed, for both

simple and more complex approachers (e.g., QUAL-11 computer model), that mixing is

instantaneous and complete across the entire width of the channel. With several

exceptions, such an approach is used in this document.

Assuming complete mixing, the concentration of a pollutant in a river after

mixing is:

where

C

Cw

Cu

o‘w
Qu
W

CUQU + CWQW
C (IV-3a)

= QW+QU

CUQU+ W15.38 (IV-3b)

= QW+QU

= concentration of pollutant in river following mixing, mg/l

= concentration in point source, mg/l

= concentration in river above point source, mg/l

= discharge rate of point source, ft3/sec

= flow rate of river above point of discharge, ft3/sec

= pollutant mass emission rate, lbs/day.

The concentration C is the pollutant level in the mixing zones shown in the earlier

Figures IV-1 and IV-3. These concentrations become the upstream boundary conditions

for the adjacent downstream segment.
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FIGURE IV-4 POLLUTANT DISCHARGE WHERE INITIAL MIXING
OCCURS A FRACTIONAL. DISTANCE ACROSS THE RIVER.

Although it is convenient to assume that complete mixing occurs, this assumption

may be inaccurate for wide rivers, depending on the characteristics of the point

source outfall and diffuser. Figure IV-4 illustrates such a case. The river is wide

enough so that the wastewater is initially mixed with only a fraction of the total

river flow, As the pollutant-riverwater mixture is transported downstream mixing

continues until the pollutant is completely mixed across the channel.

The initial pollutant concentration at the point of discharge is:
Y

c=
WQUCU+QWCW

Y
Qw+~Qu

(IV-4)

where
u

= fractional distance across river where initial mixing occurs.
i

All other variables have been previously defined.

The significance of incomplete initial mixing is that pollutant concentrations

can be initially much higher than if complete mixing occurs. For example, if the

upstream contribution of the pollutant is negligible (Cu = O) and if the fraction

of river flow which initially mixes is far greater than the wastewater flow (~ Qu>>Qw),

then:

w
c ‘Y Ccm (IV-5)
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where

C = concentration of pollutant if there is incomplete initial mixing

c = concentration of pollutant if there is complete initial mixing.

If Y/W = ~1, then the pollutant concentration following incomplete mixing is 10

times higher than if complete mixing were to occur.

The distance LC to complete mixing (see Figure IV-4) can be estimated

(as an upper limit) by the following expression:

Lc = 0.4 W2U

‘t

where

Lc = distance below point source where complete mixing occurs

W = width of river

U = river velocity

‘t = lateral diffusion coefficient.

(IV-6)

Values of the lateral diffusion coefficient can be estimated from the data given in

Table IV-9. Also, the following predictive formula can be used:

{

0.1-0.2, for a straight rectangular flume
Et
—= 0.25, for irrigation channelsDU*

0.4-0.8, many natural channels

(IV-7)

where

D = mean depth of flow
u* = friction velocity = <gDS

S = slope of channel.

The actual distance Lc is probably less than that calculated from Equation

IV-6 because of secondary mixing, river curvature, and initial momentum of the

discharge. It is also sensitive to river width.

4.1.10 Water and Pollutant Balances

Many river systems are hydrologically complex. Flow patterns are influenced by

tributaries, nonpoint sources of runoff, flow withdrawals, as well as point sources

of pollution. If the planner intends to perform water quality analyses on a basin-wide

scale, it is probably prudent that a water budget be first completed. A water budget

is a statenent that:

% = ~ Inflows - ~ Outflows = O, for steady-state (IV-8)
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TABLE IV-9

EXPERIMENTAL MEASUREMENTS OF TRANSVERSE MIXING IN
OPEN CHANNELS WITH CURVES AND IRREGULAR SIDES

Channel Mean depth Mean Shear Transverse
width, of flow, velocity, velocity,

Channel
mixing

coefficient
(:) (:)

‘t
Channel geometry (m;, ) ( mtl ) (mz{~ec)  j~;

Missouri River near
Blair, Nebraska

Laboratory

Laboratory model
Of the IJssel River

IJssel River

Mackenzie River
from Fort Simpson
to Norman Wells

Missouri River
downstream of
Cooper Nuclear
station, Nebraska

Meandering river

Smooth sides and
bottom; 0.15 m
long groins on
both sides

Smooth sides and
bottom; 0.5 m
long groins on
both sides

Groins on sides
and gentle curvature

Groins on sides
and gentle curvature

Generally straight
alignment or slight
curvature; numerous
island and sand bars

Reach includes one
90° and one 180°
bend

Potomac River; Gently meandering
29 km reach below river with Up to
the Dickerson 60” bends
Power Plant

—

200

2.2

2.2

1.22

69.5

1240

210-270

350

2.7

0.097

0.097

0.9

4.0

6.7

4

0.73-1.74

1.75 0,074

0.11

0.11

0.13 0.0078

0.96 0.075

1.77 0.152

5.4 0.08

0.29-0.58 0.033-0.051

0.12

0.67

1.1

0.6

0.36-0.49

0.3-0.4

0.45-0.77

0.51

3.4

3.4

0.52-0.65

from: Fischer, H.B., E.J. List, R.C.Y. Kob, J. Imberger, and N.H. Brooks, 1979.
Mixing in Inland and Coastal Waters. Academic-Press, New York.

where

S = storage in the river channel.

For the steady-state situations, which are examined here, the water budget simply

states that inflows to the system equal outflows from the system. A water budget

thus provides a method of determining whether the major flow contributions have been

accurately assessed or not. If a large imbalance in the water budget exists, accurate

evaluation of the major sources of pollutant might be difficult to achieve. An

accurate water balance helps to minimize the possibility of inaccurate assessment of

pollutant concentration. It does not eliminate the possibility.

Once a water balance has been completed, then a pollutant balance of a conserva-

tive pollutant can be

x
in

developed based on

Flux = ~ Flux
out

the following relationship:

,at steady-state (IV-9)
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where the fluxes are the rates of entry and loss of the pollutant into and

out of the system, respectively. One of the following two expressions can
be used to predict the mass loading rates:

M = 5.38 C Q

where

M = mass loading rate, lbs/day

C = concentration, mg/l

and

Q = flow rate, ft3/sec

M = 86.4 C Q

(IV-1O)

(IV-11)

where

M = mass loading rate, kgs/day

Q = flow rate, m3/sec.

When nutrient and water balances are developed, the following considerations should

be kept in mind:
c In most instances it is probably not possible to develop water or

nutrient balances where inflows and outflows balance to within less than

10 percent of each other.

l The system’s upstream boundary must be included in the balance as a

source and the downstream boundary as a loss.

l All sources and losses should be mutually exclusive of each other.

o Choose system boundaries to coincide with locations of gaging stations

when possible.

o Try to use comparable periods of record of data. This will help to

minimize the impacts of trends which could be present in one record but

not in another.

o It is typically easier to develop water and mass balances on an annual

basis, although balances can be developed for each season of the year.

However, if the system is not at steady state, inflows and outflows

should not balance.

Table IV-10 shows a suggested method of tabulating the results of water and

pollutant balances. Total nitrogen (TN) and total phosphorus (TP) are the pollutants.

All flow rates and loading rates are tabulated individually. Once total loading
rates have been tabulated, the percent contribution from each source can be determined.

Percent contributions help to determine the relative importances of each source as a

contributor to pollution, and can provide a method to prioritize pollution abatement

efforts.
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TABLE IV-10

SUGGESTED CONFIGURATION FOR WATER AND NUTRIENT BALANCE TABLE

SOURCES

UPSTREAM

TRIBUTARIES

IRRIGATION

RETURNS

MUNICIPAL

lNDUSTRIAL

TOTAL

LOSSES

- DOWNSTREAM

- DIVERSIONS

TOTAL

SOURCES-LOSSES ~ ~oO

LOSSES

FLOW RATE TN %

LOADING RATE

TP %
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Figure IV-5 shows a hypothetical river which has three tributaries, a

nonpoint source of runoff, and two diversions. Develop a water balance for

this system. The known flow rates are:

Identification Number

1

2

3

4

5

6

7

8

Flow rate (cfs)

2000

4000

1200

200

800

1000

2000

6000

FIGURE IV-5  ILLUSTRATION OF WATER BALANCE
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The flowrates at locations 1,2,3, and 5 are assumed to comprise the inflow rates

to the system. The total inflows are:

Identification Number Inflows

1 2000 cfs

2 4000 cfs

3 1200 cfs

5 800 cfs

Total 8000 cfs

The inflow from gage 4 is not needed because gage 5 is located further downstream

on the same tributary. The outflows consist of diversions 6 and 7 and the down-

stream outflow past gage 8:

Identification Number Outflows

6 1000 cfs

7 2000 cfs

8 6000 cfs

9000 cfs

The inflows and outflows differ by 1000 cfs. There are several reasons

for the imbalance. One, the flow rate past each gage is not measured perfectly,

but differs by some degree from the actual flow rate. Two, the gage at location 5

does not catch all of the nonpoint source runoff, so there is an additional inflow

to the system which has not be quantified. Three, depending on the size of the

reservoir, direct precipitation and evaporation might be significant.

The following example illustrates both a water and nutrient balance, and is

based on work performed by Tetra Tech on the Snake River in Idaho (Mills 1979).

Develop annual water and phosphorus balances for water year 1976 for the

Snake River from Heise, Idaho, to below American Falls Reservoir, a distance of

150 miles. A sketch is shown in Figure IV-6. Estimate the phosphorus retention

coefficient for American Falls Reservoir. The retention coefficient is defined as:

Rp = Flux Input - Flux Output
Flux Input
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FIGURE IV-6 SKETCH OF SNAKE RIVER FROM HEISE TO NEELEY, IDAHO.

The required data are shown below:

Surface area of American Falls Reservoir = 56,600 acres

Evaporation rate in this part of United States = 33 inches/year

Precipitation = 11 inches/year

Ground water inflow into Snake River: 500 cfs

Ground water inflow into American Falls Reservoir: 2,100 cfs.

The total phosphorus concentrations were generated during the study of Mills

(1979) and are provided here:
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Source mg/l

In rainwater 0.03

Snake River near Heise 0.05

Henrys Fork 0.11

Blackfoot River 0.26

Portneuf River 0.68

Groundwater inflow 0.23

Snake River near Neeley 0.08

The surface inflow rates are gaged by the U.S. Geological Survey and are

reported in the U.S. Geological Survey Water Data Report for Idaho (1976). An

example of how the information is tabulated in these reports is shown in Figure

IV-7. From an entry in the Table, the mean flow rate for water year 1976 is 8549

cfs at USGS 30307500; near Heise. Rather than showing the

from the USGS report the flow rates from water year 1976 w’

as contained in the report.

Source Flow rate

remaining tabulations

11 simply be tabulated,

Blackfoot River 453 cfs

Henrys Fork 3,235 cfs
Portneuf River 412 cfs

USGS 13059500 (diversion) 2,333,700 ac-ft/yr

USGS 13069000 (diversion) 800,900 ac-ft/yr

Based on this information the water and total phosphorus balances are calculated

and shown in Table IV-11. The flow rates are all converted to units of cfs. This

requires converting the precipitation, evaporation, and diversions to these units.

A precipitation rate of 11 inches per year is equivalent to 71 cfs:

11 ÷ 12 x 56600 x 43560 ÷ 366 ÷ 24 ÷ 3600 = 71 cfs

The diverted flow in ac-ft/yr is converted to cfs as shown:

USGS 13059500: 2333700 x 43560 ÷ 366 ÷ 24 ÷ 3600 = 3214

The percent difference between inflow rates and outflow rates is 4 percent.

Based on these flow rates, and the concentrations of total phosphorus

presented earlier, the sources and losses of total phosphorus can be tabulated.

For example, the mass flux of total phosphorus flowing past Heise can be calculated

using Equation IV-10:

M = 5.38 x 8549 x 0.05 = 2300 lbs/day

Continuing in this manner, the sources and losses are as tabulated in Table

IV-11. The large imbalance is caused by retention at American Falls Reservoir.

The phosphorus loading to the reservoir is:

9589 - 865 - 415 = 8309 lbs/day
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LOCATION.--Lat 43°36'45", long 111°39'33", in SEZSWZ sec.5, T.3 N., R.41 E., Bonneville County, Hydrologic Unit
17040104, on left bank, 850 ft (259 m) upstream from Anderson canal headgate, 2.4 mi (3.9 km) upstream from
Heise, 6 mi (9.7 km) east of Ririe, 24 mi (38.6 km) upstream from Henry's Fork, and at mile 861.6 (1,386.3 km).

DRAINAGE AREA.--5,752 mi2 (14,898 km2). Mean altitude, 7,770 ft (2,368 m).

Discharge, in Cubic Feet per Second. Water Year October 1975 to September 1976
Mean Values

Day

;
3
4

6
7
8
9

10

11
12
13
14
15

16
17
18
19
20

21
22
23
24
25

26
27
28
29
30
31

Oct

7020
6920
6720
6360

6120
5970
5790
5430
5100

4710
4440
4440
4470
4240

4110
4110
4110
4110
4110

4090
3980
3960
3930
3910

3930
3960
3960
3910
3930
3930

Nov

3930
3910
3930
3930

3930
3930
3910
3830
3790

3810
3810
3680
3480
3320

3240
3300
3290
3280
3310

3120
3520
3370
3370
3350

3380
3390
3390
3450
3520
--

107360
3573
3930
3120

212900
3840

228500

Dec

3550
3580
3560
3560

3730
3760
3760
3760
3780

3780
3780
3730
3720
3710

3720
3690
3680
3680
3670

3680
3680
3700
3700
3700

3690
3700
3670
3670
3700
3700

114370
3689
3780
3550

226900
3708

228000

Jan

3720
3730
3750
3800

3800
3790
3780
3440
3590

3900
3910
3920
3900
3900

4060
4080
4090
4080
4040

4040
4040
4040
4060
4090

4090
4090
4100
4090
4100
4100

122630
3955
4100
3720

243200
3270

201100

Feb Mar

4000
4800
5990
6150

6300
6320
6070
6120
6050

7890
8800
8800

Apr

10900
11100
9360
9430

10400
11700
12800
14000
15400

16000
16100
16100

May

18400
18400

Jul

9780
10000
10900
10500

10200
10200
10500
11500
12100

11900
11700
12100
12700
13500

13700
13600
13700
13600
13600

13600
13500
13500
13500
13500

13500
13500
13500
13500
13500
13500

385580
12438
13700
9780

764800
13610

837100

Aug

13200
12600
12000
10200

9880
9390
8640
8410
8260

8060
7670
7460
7420
7450

7440
7390
7450
7140
6950

6750
6680
6810
6250
5950

5810
5710
5690
5680
5690
5640

244770
7895

13200
5640

485500
6490

399100

Sep

5650
5960
6480
6940

7140
7140
7150
6990
6900

6920
7000
6960
6350
5800

5700
5720
5500
5290
5310

5290
5170
4930
4840
4840

4830
4820
4680
4580
4570
--

176110
5870
7150
4570

349300
4677

278300

5802600
6239600

4130
4140
4100
4180

19000
19100
18000
14800

10800
10700
10700
11000
12200

12300
12100
12000
11900
11800

11900
11900
12000
11900
11900

11900
11300
10700
10100
9880

9400
9370
9340
9310
9310
--

363410
12113
19100
9310

720800
25000

1487300

18900

18200
18300
18200
18100
18200

18800
18400
18200
18900
19500

19400
19300
20400
22400
23800

23800
23800
23800
24200
24000

24000
23900
24000
22200
20400
19700

637000
20548
24200
18100

1283000
25880

1591400

4540
4770
4640
4710
4440

4280
4270
4230
3940
3740

3750
3740
3670
3950
3950

3960
4000
4010
4010
3980

8890
8550

8920
9440
9780
9720

16200
16300
16100
16600

17200
17300
17400
17400
17400

17200
17100
17700
18100
18200
--

450820
15027
18200
9330

894200
6005

357300

9680

9820
9820
9930
10100
10100

3990
3980
4000
4010

10100
10000
9990
10400
10600
10500

259810
8380
10600
4000

515300
3054

187800

--
--

119480
4120
4770
3740

237000
3081

177200

Total 147890
Mean 4770
Max 7020
Min 3910
Ac-Ftt293300
Mean 4320
Ac-Ftt265500

2940 Ac-Ft 5744000 Meant 8015 Ac-Ft
3120 Ac-Ft 6207000 Mean 8595 Ac-Ft

Cal Yr 1975 Total 2895880 Mean 7933
Wtr Yr 1976 Total 3129230 Mean 8549

Max 21700 Min
Max 24200 Min

t Adjusted for storage in Jackson Lake and Palisades Reservoir; no account taken for time of travel between
reservoirs and Heise gaging station.

FIGURE IV-7 EXAMPLE OF FLOW RATE INFORMATION TABULATED IN

U.S. GEOLOGICAL SURVEY’S WATER DATA REPORT
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TABLE IV-11

SOLUTION TO SNAKE RIVER WATER AND PHOSPHORUS BALANCE PROBLEM

Flow
Rate (cfs) TP Loading (lbs/day)

Sources
Snake River at Heise 8,549

453

3,235

412

2,300.

1,915.

634.

1,510.

Blackfoot River

Henrys Fork

Portneuf River

Ground water inflow into
Snake River 500 619.

Ground water inflow into
American Falls Reservoir 2,100 2,600.

Precipitation on American
Falls Reservoir

Sources

71

15,320

11.

9,589.

Flow
Losses Rate (cfs) TP Loading (lbs/day)

USGS 13059500 3,214.

USGS 13069000 1,103

Snake River at Neeley 11,360.

Evaporation 215.

z Losses 15,892.

865

415

4,890

6,170

For flow,
( )
Losses-Sources

Losses 100 = 4%

Since the phosphorus leaving the reservoir is 4890 lbs/day, the retention coeffi-

cient is:

R = 8309 - 4890
P 8309

= .41

American Falls Reservoir retains a significant quantity of the phosphorus which

consequently tends to keep phosphorus levels in the Snakeenters the reservoir and

River below the dam depressed compared with what they would otherwise be.
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4.1.11 Hand Held Calculator Programs

It has become apparent that, after applying the river screening techniques

contained in the original manual (Zison et al ., 1977) to real systems, a substantial

savings of both time and effort could be realized by programming the major computa-

tional sequences. To this end, these algorithms have been programmed on the Texas

Instrument TI-59 calculator and are available upon request in a document prepared by

Tetra Tech (Mills et al ., 1979)*. To date the algorithms contained in Mills et al.

(1979) predict:

l Equilibrium temperature

@ Longitudinal instream temperature distribution

@ Mixing temperatures

@ BOD profiles for point and nonpoint sources

o Reaeration rates

@ Dissolved oxygen profiles

@ Waste assimilative capacity and critical dissolved oxygen levels

o Coliform profiles for point and nonpoint sources

@ Bed material sediment transport.

For each program contained in the document the following information is provided

for the user:

l A detailed set of user instructions

o A program listing

@ A sample input/output sequence
An example set of user instructions is shown in Figure IV-8. The first 6 steps

are for data entry and the seventh is for calculation of the required information.

4.2 CARBONACEOUS AND NITROGENOUS OXYGEN DEMAND

4.2.1 Introduction

Many wastes discharged into waterways contain biologically oxidizable materials
that exert an oxygen demand on waterway resources. This biochemical oxygen demand

(BOD) can be subdivided into carbonaceous (CBOD) and nitrogenous (NBOD) components.
Table IV-12 illustrates typical concentrations of NBOD and CBOD in untreated municipal

waste.

CBOD represents the amount of oxygen required by bacteria to stabilize organic

matter under aerobic conditions. The reaction can be approximated by:

(
<~-~Cj02+nC02+@-~~H,0+CNH,CnHaobNc + n ‘~ (IV-12)

* Attention: W.B. Mills, Tetra Tech, Inc.
3746 Mt. Diablo Blvd., Suite 300 Lafayette, California 94549
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FIGURE IV-8 EXAMPLE SET OF USER’s INSTRUCTIONS
FOR HAND HELD CALCULATOR PROGRAMS

This reaction assumes that the available organic matter is completely oxidized.

Bacteria, however, might not be able to completely oxidize all of the available

organic matter. Equation IV-13 does illustrate that oxidation of the nitrogen
is not included as part of CBOD. The reduced nitrogen is oxidized to nitrate
in a two step process as follows:
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TABLE IV-12

MUNICIPAL WASTE CHARACTERISTICS
BEFORE TREATMENT (THOMANN, 1972)

Approx. Normal
Variable Unit Average Range

Average Daily Flow

Solids

Total

Total Volatile

Total Dissolved

Total Suspended

Volatile Suspended

Settleable

BOD

Carbonaceous (5 day)

Carbonaceous (ultimate)

Nitrogenous*

Nitrogen

Total

Organic

Ammo n i a

Nitrite + Nitrate

Phosphate

Total

Ortho

Poly

Coliforms

gal/cap/day

mg/l

mg/l

mg/l

mg/l

mg/l

mg/l

mg/l

mg/l

mg/l

mg/l N

mg/l N

mg/l N

mg/l N

mg/l P04

mg/l P04

mg/l P04

125

800

400

500

300

130

150

180

220

220

50

20

28

2

20

10

10

100-200

450-1200

250-800

300-800

100-400

80-200

100-450

120-580

15-100

5-35

10-60

0-6

10-50

5-25

5-25

Total million org./100 ml 30 2-50

Fecal million org./100 ml 4 0.3-17

*Ultimate, Nitrogenous oxygen demand, exclusive of CBOD.
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2NH3 + 30~ nitrite-forming
ä 2N0 ; + 2P + 2H20

bacteria

2N02- + 02 + 2H+ nitrate-forming l 2N03- + 2H+
bacteria

Based on Equations IV-13 and IV-14 the NBOD is:

NBOD=4,(’[0’4  +FH4+) +,+02-

Typically the nitrite concentration is negligible so that:

NBOD= 4.57 (TON)

(IV-13)

(IV-14)

(IV-15)N
1

(IV-16)

where TON represents total oxidizable nitrogen, the sum of organic and ammonia
nitrogen. Atypical value of TON from Table IV-12 is 20 + 28 = 48 mg-N/l, which

corresponds to an NBOD of 220 mg/l.

Typically in the bottle determination of CBOD and NBOD, the carbonaceous

demand precedes the nitrogenous demand by 5 to 10 days, as shown in Figure IV-9.

This had led workers to believe that vitrification can be ignored in river environ-

ments below a source of pollution up to a distance corresponding to a travel time of

five to ten days. Such an assumption might be invalid for several reasons. Given

that there are numerous sources of pollution along many rivers a viable population of

vitrifying bacteria may already be present within the water column. Second, nitrifers

can grow attached to the bottom substrate, Consequently, significant numbers can
exist just below the discharge location and vitrification can proceed immediately.

Vitrification by attached bacteria is more likely to be of significance in relatively

shallow, wide rivers, which have stable bottom substrate (Mills, 1976).
CBOD is a commonly measured characteristic of waste water. The CBOD used in the

formulations presented below is the ultimate CBOD. Often CBOD is expressed as CBOD5,

the oxygen utilized in a 5 day test. The relationship between ultimate (CBODL)

and 5-day CBOD can be approximated by:

CBOD ~
CBODL = —0.68

This relationship assumes a decay rate of 0.23/day, and may be different for effluents

from advanced wastewater treatment plants.

The mass balance equation used in the CBOD analysis is exactly analogous to the

NBOD equation. The first order decay rate assumption for NBOD stabilization is

necessary to maintain this analogy, and is sufficient for hand calculations.
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FIGURE IV-9 THE BOD CURVE, (A) CURVE FOR OXIDATION OF
CARBONACEOUS MATTER, (B) CURVE SHOWING
INFLUENCE OF VITRIFICATION.

Vitrification (the process by which ammonia is oxidized to nitrite, and nitrite

to nitrate) is pH dependent with an optimum range of 8.0 to 8.5 (Wild, 1971). If the

pH of the river is below 7.0, vitrification is not likely to be important.

4.2.2 BOD Decay Rate

The decay rate for CBOD will be denoted by kL and for NBOD by kN.

Typical values of both kL and kN lie between 0.1 and 0.6/day, with 0.3/day
being typical kL values can, however, exceed the range given here. Values of 1

to 3/day have been computed for shallow streams (Thomann, 1972). A figure to be

presented shortly will show how kL depends on depth. The following discussion

will be directed toward kL, but in general will also apply to kN.
The disappearance of BOD from a river is a reflection of both settling and

biochemical oxidation, as shown in Figure IV-10. Biochemical oxidation can consist

of instream oxidation (klL) as well as absorption by attached organisms (k4L). The

total oxidation rate then, is kd, where:

‘d
= k, + k4

The total loss rate kL is:

‘L
=kd+k3

where k3 reflects settling losses.
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FIGURE IV-10 MECHANISMS OF BOD REMOVAL
FROM RIVERS

Settling of BOD is generally more prevalent just below a sewage discharge where

the discharged material may contain a large suspended fraction. As this material is

transported downstream the settling component becomes less important and the reaction

rate kL approaches the oxidation rate kd. In this chapter, the settling component

will not be explicitly considered. Neglecting settling will tend to cause estimated

instream BOD levels to be somewhat higher than they actually might be along certain

portions of a river. It should be noted that if instream BOD data are used to

determine kL (one such method will be explained in Figure IV-12) then the

effect of settling is automatically included in kL.

Figure IV-11 illustrates the dependence of kL on river depth. The highest

deoxygenation rates occur in shallow streams with stable, rocky beds, reflecting

the significance of attached biological organisms. Bowie et al. (1985) contains observed

and predicted values of k for various natural streams.L
The decay coefficients kL and kN are both temperature dependent and

this dependence can be estimated by:

‘T = ‘Zo
~.047(T-20) (IV-17)

where

’20
= kL or kN at 20°C

‘T = kL or kN at T°C
T = water temperature, °C.

Numerous methods for computing kL from observed data are available (Nemerow,

1974). One method entails the use of a semi-log plot. The stretch of river contain-
ing the data to be plotted must have a constant stream area and flow rate, and the

BOD loading must be from a point source located at a position that will be called

x = O. Plotting the log of BOD concentration versus distance generally produces a
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FIGURE IV-11 DEOXYGENATION COEFFICIENT AS A FUNCTION OF
DEPTH, (AFTER HYDROSCIENCE, 1971)

straight line with slope of -kL/U. An example is shown in Figure IV-12. Either

CBOD5 or CBOOL can be plotted as the ordinate. The slope should be converted

from base 10 logarithms as given in the semi-log plot to base e logarithms as needed

in the formulations used in this chapter. The conversion is made by multiplying the

value for log base 10 by 2.303.

Wright and McDonnell (1979) have more recently developed an expression for

instream BOD decay rate based on the flow rate of the river. The expression is:

if Q>800 cfs

ol_
1 ‘lab

‘d~= 10.3

C
if Q<800 cfs

(IV-18a)

(IV-18b)

-312-



FIGURE IV-12 EXAMPLE OF COMPUTATION OF KI FROM STREAM
DATA (FROM HYDROSCIENCE, 1971)

This expression is particularly attractive because the only hydraulic variable

required is flow rate. Other predictive techniques and rate data from rivers

around the country are contained in Zison et al . (1978).

4.2.3 Mass Balance of BOD

The general mass-balance equation for BOD in rivers is:

aL=o=
at ~ & (QL) - k~ I- + Lr (&/A + Lrd (IV-19)
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where

L  =

Q =
A =

Lr =

L rd =
x  =

~=
%t

CBOD (ultimate) remaining to be oxidized, mg/l

volumetric flow rate, ft3/sec

cross-sectional area, ft2

concentration of CBOD entering through an incremental sideflow

(distributed source), mg/l

mass flux of CBOD entering, with no associated flow, mg/l/sec
stream distance

O indicates that steady-state conditions are being assumed and

thus no accumulation of material takes place at any point within the

reach.

The NBOD equation is completely analogous in form to Equation IV-19:

8!4 =O=-&(QN)- ‘NN + Nr ($@ + Nrdn

(IV-20)

where

N = the NBOD.

N ()
8Q /Ard represents purely a mass flux of nitrogenous material, while Nr ~

is a source of NBOD entering the river reach through an incremental sideflow.

Thus, in cases where a known distributed source of BOO significantly contributes

to a river reach under study, and the distributed flow (flow associated with a

distributed source) can be neglected, Nrd can be used in lieu of Nr ~/A.
()

Nrd can be estimated by determining the mass M of BOD entering a volume of
river water V in time T. Nrd is given by:

Nrd=!$

For any particular reach of a river under investigation the stream cross-

sectional area can be expressed by:

A
()

‘f-Ao x=Ao+———— = A. + AAx
‘L

where

‘f-Ao
‘A = XL

(IV-21)

A. = stream cross-sectional area at upstream end of the reach

‘f = stream cross-sectional area at downstream end of reach

x = distance downstream from beginning of reach

‘L = length of reach.
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The cross-sectional area need not be measured directly, but can be computed from:

A=}

The cross-sectional area change can reflect a change in stream velocity,

perhaps due to a bed slope increase or decrease. The length of the reach under

investigation, XL, is measured in river miles along the river’s centerline.

If use of a constant stream area is assumed, thenAA = O and A = A. throughout

the reach.

4.2.4 Typical Solutions

Case 1: The only source of CBOD occurs as a point source at x = O. The
CBOD distribution is then expressed by:

L = Lo exp
[“

x’~ (~o X+ AA~)
o 1

(IV-22)

where

‘L
jL=~

o
U. = stream velocity at x = 0

Lo = ultimate BOD at the upstream end of the reach
L = ultimate BOD at a distance x downstream

The other terms have previously been defined.
The initial CBOD, Lo, must reflect both CBOD upstream of the reach as well

as that contributed by the point source in question. It is given by:

LUQU + W/5.38
Lo = (IV-23)

Qu + Qw

where

W = mass rate of discharge of CBOD, lb/day

Qu = upstrean river flow, cfs

Qw = waste flow rate, cfs
Lu = upstream CBOD concentration, mg/l.

Case 2: For a point source of CBOD at x = O and a distributed mass influx
of CBOD (with no associated flow) entering the river throughout the reach, the

solution is:

(IV-24)
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where

Lrd = mass rate of CBOD entering the reach per unit volume of river
water, mg/l/day.

Case 3: A distributed flow enters the river carrying CBOD and a point source of

CBOD exists at x = 0. The flow rate Q at a distance x is:

Q=Qo+!f~ X=QO+AX
‘L Q

where

Q_f-Qo
‘Q= xL

The BOD distribution is given by (the river cross-sectional area is assumed constant

throughout the reach):

(IV-25)

where
kLAo+A

El =
‘Q

Lr = concentration of CBOD entering the river in the distributed
flow, mg/l.

Case 3 can also be used to establish the effect a purely diluting inflow (i.e.

‘r= O) would have on the CBOD distribution.

Case 4: For a point source at x = O, a distributed source with associated
inflow, and a mass flux with no associated flow (constant river cross-sectional

area), the solution is:

Q. ‘1

(())

E,

()

LrAQ + ‘rdAo , - !!2
L=L +
OF kLAo + ~

Q Q

where

(IV-26)

~ .kLAo+AQ ,asinCase3.
1

‘Q
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4.2.5 Other Simplifying Procedures

The formulations represented by Equations IV-22 through IV-26 offer a range of
options for examining BOD distribution in rivers. However, there are additional

methods of estimating instream concentrations and determining whether or not signifi-

cant BOD levels exist. Perhaps the simplest method is assuming that BOD does not

decay. An upper limit of the instream concentration at any point can then be deter-
mined by incorporating all known sources, and using the methods presented in Section

4.7. If the computed instream concentrations are below a threshold pollution level,

then there is no need to apply Equations IV-22 through IV-26 because the inclusion of

a decay rate will only lower the concentrations,

It may also be feasible, as a first estimate; to combine the CBOD and NB0D

equations into one, and use that equation to estimate the distribution of the

total oxygen-demanding material. To do this, all source terms must include both CBOD

and NBOD. One decay coefficient is used for both CBOD and NBOD decay. The larger

decay coefficient of the two should be used since that will produce the larger oxygen

deficit.

In deciding which of Equations IV-22 through IV-26 to use for any analysis,

the purpose of the analysis as well as data availability should be considered.

If the main purpose is to estimate differences in stream concentrations caused

by various levels of abatement at a sewage treatment plant, the diffuse sources

of BOD need not be considered. The resulting concentration difference can be

expressed as:

(IV-27a)

(IV-27b)

where

AL = the change in BOD concentration due to a change, ALo, in the

initial concentration.

Equation IV-27A should be used for a Case 1 or Case 2 situation, and Equation IV-27B
for Case 3 or Case 4. If an estimate of the absolute level of BOD is desired,
however, then the appropriate expression including the nonpoint sources should be

utilized. It should be noted that if the diffuse sources of BOD are large then the

improvement of instream BOD concentrations by point source control will be relatively

minor. In that case the planner should focus on nonpoint source control.

-317-



Estimating BOD Distribution in a River

Suppose the user wants to calculate the BOD distribution in the river

shown below in Figure IV-13. There are nine point sources contributing BOD

FIGURE IV-13  HYPOTHETICAL BOD WASTE LOADINGS IN A RIVER

in the stretch of river under consideration. The ninth source is assumed to 

be a tributary, and contributes substantially more flow than the other eight.

Begin by dividing the river into reaches. The first reach (I) should include the

first 75 miles in which there is one point source of BOO at the upstream end

(source (l)). Equation IV-22 is applicable to that reach. Now, there are several

choices available regarding the division of the river between sources (2) and (8).

One choice is to divide the 50 miles into mini-reaches similar to Reach I, and

reapply Equation IV-22 seven more times. A second alternative is to group adjacent

point sources into fewer and larger sources, thereby requiring fewer applications

of Equation IV-22. A third alternative is to assume that sources (2) through (8)

comprise one continuous distributed source, the total pollutant loading of this

equivalent source being equal to the sum of the individual loads. For this

representation to be valid the sources should be both evenly spread spatially and

be discharging comparable loads. The third alternative will be examined here,

and reach II will consist of the 50 miles following Reach I. Equation IV-25 will

be used to analyze Reach II. Reach III, then, will begin just downstream from the

tributary (source (9)).
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For Reach I, Equation IV-22 is first solved. Suppose the following charac-

teristics of waste source (1) are known:

Q = 20 MGD = 1.55 (20) cfs
= 31 cfs

W = 5000 lb. BOD5/day

Recall that:
LUQU + W15.38

Lo =
Qu + Qw

W must be in lb. BOD ultimate/day:

5000w=—
.68

= 7353 lb. BODL/day

then

Lo = (1) (300) + 7353/5.38
300 + 31

= 5.Omg/l

The decay coefficient is estimated from Figure IV-11 as 0.4/day. No correc-

tion will be made for temperature. Equation IV-22 can now be expressed as

(for constant cross-sectional area):

( )L = 5 ‘Xp (1.l)&;(3600) x

where x is the downstream distance in feet. Note the correction needed to

convert the decay coefficient from units of l/day to l/sec.

The results of the above equation for selected distances downstream can

be expressed as follows:

x (miles) L(mg/l)

0 5.0

30 2.6

60 1.3

75 0.9

For Reach II, sources (2) through (8) are assumed to contribute the following

loading:

BOD = 8000 lb/day

Q = 120 MGD

= 186 cfs

The flow distribution, Q, in Reach II, is then:

Q . Q. + ‘f-Qo x
‘L

=331+%X
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where x is in miles (from O to 50). Lr, the average BODL concentra-

tion in the incoming flow is:

L . 8000 lb/dayx 1 mgll
r 120 MGD 8.34 lb/day

= 8.0 mg/l
If the average depth in Reach II is assumed to be 5 feet, then:

‘L = .3/day

Finally, El is computed:

kLAo + C) Q
E, = 331 - so, ftz‘, Ao=~=n-

‘Q 0“

(0.3)(301)
(24) (3600)E, = 186 + 1 = 2.5

~)

Then, using L from the 75 mile point of Reach I as Lo:

“z’ (O’ -w’)’-’

()

2.5
= 3.2- 2.3 y

In tabulated form:

x (mi) Q (cfs) L (mg/l)

0 331 0.9

20 405 1.8
40 480 2.3

50 517 2.5
Note that the BOD concentration is increasing within this reach.

For reach III, only enough information is given to compute the initial

concentration, utilizing weighted values for the BOD at the end of reach II

and that entering through the tributary (source (9)).

200(1) +517(2.5)Lo =
200 + 517

= 2.1 rng/l
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4.2.6 Interpretation of Results

The most frequent use of BOD data in river water quality analyses involves
their relationship with the dissolved oxygen balance. This relationship will

be discussed more fully in Section 4.3. At this point it is sufficient to say
that it is necessary to predict the BOD distribution in a river in order to compute

dissolved oxygen concentrations.

When a river receives a heavy load of organic matter, the normal processes

“of self purification result in a series of zones of decreasingly severe conditions

succeeding one another downstream. Each zone contains characteristic animals and

plants (Nemerow, 1974). A saprobicity system (saprobicity is a measure of biode-

gradable organic matter) has been developed that relates BOO concentrations in

streams to the degree of pollution there. Correlations have been found, for example,

among BOD concentrations, coliform bacteria, and dissolved oxygen in rivers (Sladecek,

1965). Sladecek (1969) has assigned 5-day BOD values of 5 mg/l to mildly polluted
conditions and 10 mg/l to substantial pollution.

Sources of drinking water are subject to restraints on the maximum allow-
able BOD that can be contained in raw water and still quality as a drinking water

source. Further, the degree of treatment of the raw water is dependent on the

concentrations of certain constituents, such as BOD. One reference (HEC, 1975) has

stated that water having a 5-day BOD over 4 mg/l, in combination with high levels of
other constituents, represents a poor source of domestic water supply.

As discussed above, BOD in a river can come from a number of sources, both

point and nonpoint. Although BOD reduction from point source might be easier
to accomplish than from nonpoint sources, there is no guarantee that BOD levels

will be substantially lowered.

4.3 DISSOLVED OXYGEN

4.3.1 Introduction

Historically, dissolved oxygen has been and continues to be the single most

frequently used indicator of water quality in streams and rivers. Figure IV-14

shows the seasonal variability of dissolved oxygen in 22 major waterways throughout

the country (EPA, 1974) from 1968 to 1972. Invariably the levels observed from June
to October are lower than those observed in January to March. This is due primarily

to the influence of temperature on the dissolved oxygen levels. Due to the effect of

temperature, summer is the most critical season in terms of organic pollutant assimi-

lation in rivers.
The dissolved oxygen calculations presented below range in complexity from

a simple CBOD-DO relationship to a more general dissolved oxygen mass balance

including CBOD, NB0D, photosynthesis, respiration, and benthic demands. It should be
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Number of
Reach Stations

Hudson 19
17

Delaware 14

Susquehanna 1:

Potomac %

Alabama :

Upper Ohio 24
23

Middle Ohio Id

Lower Ohio 4
3

Upper Tennessee :;

Lower Tennessee 4
4

Upper Missouri 4
3

Middle Missouri !

Lower Missouri 4
2

Upper Mississippi 2

Mississippi nc.Minneapolis!l

Middle Mississippi 1?

Lower Mississippi 8
9

Upper Arkansas Jf

Lower Arkansas z

Upper Red
Lower Red 6

7

Brazes 4
3

Rio Grande 6
5

Upper Colorado :

Lower Colorado 14

Sacramento !!

Columbia j;

Snake %

Willamette m
23

Yukon
Boston Harbor 7

Chicago Area-Tributaries g!

Chicago Area-Lake Michigan 1~

Detroit Area-Tributaries ;

Detroit Area-Rivers y

FIGURE IV-14 VARIABILITY OF DISSOLVED OXYGEN BY SEASON FOR
22 MAJOR WATERWAYS, 1968-72 (EPA, 1974)
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stressed, however, that the results calculated from any of the relationships provide

estimates only since each procedure incorporates various assumptions that might not be

fully met. For example, waste loading inflows are assumed to remain constant in

quality and quantity over time. In reality loadings probably vary over time.

Furthermore the choice of system parameters involves a Certain degree of judgement.

However, for any given situation, the planner can establish an envelope of possible

outcomes by different realistic choices of system parameters.

4.3.2 Dissolved Oxygen Mass-Balance

The general dissolved oxygen mass-balance equation that will be utilized

here is given by:

ac 1 a(QC)
~-=cl=-ir” kLL - kNN + ka (Cs-C) - Sb+ P-R (IV-28)

where the new symbols introduced are:

C = dissolved oxygen concentration, mg/l

ka = reaeration coefficient, l/day
Cs = saturation value of dissolved oxygen, mg/l

‘b = benthic oxygen demand, mg/l/day
P = rate of oxygen production due to photosynthesis, mg/l/day
R = rate of oxygen consumption due to algal respiration, mg/l/day.

Stated in words, Equation IV-24 expresses the following relationship:
At steady state, the rate of addition of dissolved oxygen to a river due to reaeration

and photosynthesis equals the depletion rate caused by the net advective flow,

carbonaceous oxidation, nitrogenous oxidation, benthic demands, and algal respiration.

Commonly, the dissolved oxygen mass-balance equation is expressed in terms of the

deficit, D, which is the difference between the saturation and actual concentrations.

4.3.3 Reaeration Rate

The atmosphere acts as the major source for replenishing the dissolved oxygen

resources of rivers. Reaeration tends to equilibrate the dissolved oxygen concentra-
tion in a river with its saturation value. Most commonly, the dissolved oxygen

concentration is below saturation and there is a net influx of oxygen into the river

from the atmosphere. On occasion, due to the production of dissolved oxygen by

algae, rivers or streams can become supersaturated, in which case there is a net loss

of oxygen to the atmosphere.

A number of expressions for the reaeration coefficient, ka, have been
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developed. Several are presented here. O’Connor’s formulation (Thomann, 1972)
states that:

~ = (DL U)l/2
a ~ at 20” C

where

DL = oxygen diffusivity = 0.000081 ft2/hr at 20°C
H = stream depth in ft

U = stream velocity in ft/sec.
Expressed in English units:

12.9 U1’2 at ~oOC
‘a=~

(IV-29)

(IV-30)

The above formula was verified on streams and rivers ranging in average depth

from 1 foot to 30 feet with velocities ranging from 0.5 to 1.6 fps. Its use should

be limited to streams where the reaeration coefficient is less than 12/day. Figure

IV-15 illustrates how ka changes with depth and velocity according to this
relationship.

For shallow (0.4 - 2.4 feet), fast moving streams, the following expres-
sion developed by Owens (Thomann, 1972) is preferable, as the experimental work

to develop this expression was done almost exclusively on shallow streams:

“0.67
ka= 21.6— at 20°C

H1.85
(IV-31)

where U is in ft/sec and H is in feet. A graphical representation of Equation
IV-31 is shown in Figure IV-16.

Covar (1976) showed that there were certain combinations of river depths

and velocities where a formula developed by Churchill (Churchill et al ., 1962)
is more accurate than either the O’Connor or Owens formulations. The Churchill

expression is:

ka = 11.6uo0969  H-1.673 per day at 20°C (IV-32)

The regions of validity, and the predicted values, for the three formulations

are shown in Figure IV-17.

Recent studies have suggested that the Owens expression overestimates the
reaeration rate for particularly shallow streams (e.g., less than a foot in depth).

Under these circumstances the Tsivoglou-Wallace method (Tsivoglou and Wallace, 1978)
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FIGURE IV-15 REAERATION COEFFICIENT AS A FUNCTION OF DEPTH
(FROM HYDROSCIENCE, 1971)

is more accurate. The expression is:

{

7776. US, @ 25°C, Q < 10 cfS (IV-33a)

ka (1/day) = 4665.6 US, @ 25°C, 10 < Q < 3000 cfs (IV-33b)
2592. US, @ 25°C, Q > 3000 cfs (IV-33c)

where

s = stream slope, ft/ft.
Table IV-13 compares predictions of Tsivoglou-Wallace with observed values for

several small streams in Wisconsin. The agreement is good.
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FIGURE IV-16 REAERATION COEFFICIENT FOR SHALLOW STREAMS,
OWEN’S FORMULATION

Prediction of Reaeration Rates

In September, 1969, a study was conducted to determine the reaeration

rate coefficients on the Patuxent River in Maryland during the low flow period.

The study was carried out on a seven mile stretch of the river below Laurel,

Maryland. The stream was divided into seven segments, and the reaeration rate

determined for each segment. A portion of the results are shown in the Table

IV-14. Using the hydraulic data in the table predict the reaeration rates using

the methods of Tsivoglou-Wallace and of Covar.

Since the method of calculating the reaeration for each reach is the same, an

example calculation will be shown for the first reach only. Based on a velocity
of 0.39 ft/sec and a slope of 0.0013 ft/ft, the Tsivoglou-Wallace method predicts

a reaeration rate of:
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FIGURE IV-17 REAERATION RATE VERSUS DEPTH
AND VELOCITY (FROM COVAR, 1976).

ka = 7776 x O.39 x O.0013
= 3.9/day at 25°C

Equation IV-33a is used since Q < 10 cfs.
Using Figure IV-17 and a river depth of 0.8 feet reveals that the Owens

formula is applicable. Applying Equation IV-31 shows that:

ka = 21.6 ~“;g;;; = 17.4/day at 20°C
.
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TABLE IV-13

COMPARISON OF PREDICTED AND OBSERVED
REAERATION RATES ON SMALL STREAMS IN WISCONSIN*

Predicted ka Using
Observed ka Tsivoglou’s Method

Stream (l/day at 25°C) (l/day at 25°C)

Black Earth Creek 8.46 7.8

Mud Creek tributary 10.7 4.2

Dodge Branch 33.1 34.6

Isabelle Creek 14.

Madison effluent channel 2.06 4.1

Mill Creek 3.31 2.2

Honey Creek 18.4 27.4

West Branch Sugar River 42.5 36.4

Koshkonong Creek 6.09 4.8

Badger Mill Creek 7.98 9.1

*Grant, R.S., 1976. Reaeration-Coefficient Measurements of 10 Small
Streams in Wisconsin Using Radioactive Tracers... with a Section on
the Energy-Dissipation Model. U.S. Geological Survey. Water Resources
Investigations, 76-96.

The results for all the reaches are tabulated below.

REAERATION RATE (l/day)

Observed Tsivoglou-Wallace
Reach (25°C) (25°C)
1-2 3.9 3.9

2-3 2.7 1.9
3-4 3.3 3.8

4-5 3.5 2.9

5-6 2.4 1.5

6-7 4.8 2.2

Owens
(20°C)
17.4

7.8

10.7

9.0

7.2

11.0
The predictions using the Tsivoglou-wallace method are good for all reaches,

while Owens’ method predicts values two to three times too large, and provides

evidence that Owens’ method probably should not be applied to extremely shallow

rivers.
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Temperature changes affect the reaeration rate, and the relationship can

be approximated by:

‘ka)~ = (ka)20 1.024 (T-20) (IV-34)

where

(ka)T = the reaeration coefficient at T oc.
In addition to temperature, substantial suspended sediment concentrations can

appreciably alter the reaeration rate in streams (Alonso et al ., 1975). As an

approximation, ka decreases by 9 percent per 1,000 ppm increase in suspended
sediment up to a 4,000 ppm load. Beyond that, concentration data are not available to

assess the response of ka. It is suggested that a 40 percent decrease be used
for higher suspended sediment loads. Rivers with high suspended sediment loads are

generally found in the western central states. Measured values of ka for various
streams and rivers are included in Bowie et al . (1985).

4.3.4 Effect of Dams on Reaeration

Many rivers or streams have small to moderate sized dams crossing them in

one or more places. Reaeration occurs as the water flows over the dam. Based

on experimental data (Gameson et al ., 1958), and later verified with field data

(Barrett et al ., 1960), the following relationship for reaeration over dams has
been developed:

[
Da - Db = 1 -

1
1 + ().11 ab}l + 0.046T)H ‘a

(IV-35)

where

Da = dissolved oxygen deficit above dam, mg/l
Db = dissolved oxygen deficit below dam, mg/l
T = temperature, °C
H = height through which the water falls, ft

a = 1.25 in clear to slightly polluted water; 1.00 in polluted water

b = 1.00 for weir with free fall; 1.3 for step weirs or cascades.

An alternate equation developed from data on the Mohawk River and Barge Canal in
New York State (Mastropietro, 1968) is as follows:

Da - Db = 0.037H Da (IV-36)
Equation IV-36 is valid for dams up to fifteen feet high and for temperatures
in the range of 20° to 25°C.

In handling the problem of a dam, a new reach can be started just below the dam.
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‘a can be calcul
The new deficit

reach, is calcul

ated as the value that occurs at the end of the upstream reach.
Db, which will become the deficit at the beginning of the next

ated using either of the above two formulas.

4.3.5 Dissolved Oxygen Saturation

The rate at which atmospheric reaeration occurs depends not only on ka, but

also on the difference between the saturation concentration Cs and the actual

concentration C. The saturation value of dissolved oxygen is a function of tempera-

ture, salinity, and barometric pressure. The effect of salinity becomes important in

estuarine systems, and to a lesser degree in rivers where high irrigation return flow

can lead to substantial salinity values. Table IV-15 depicts the relationship

between oxygen saturation and chlorinity. The expression relating salinity and

chlorinity concentration is:

Salinity (0/00) = 0.03 + 0.001805 chlorinity (mg l) (IV-37)

where

O/oo = parts per thousand.
The temperature dependence (at zero salinity) can be expressed as:

Cs = 14.65 - O.41O22T + 0.00791T2  - 0.00007774T3 (IV-38)

where T is in °C. This relationship is also found in Table IV-15 for zero

chloride concentration.

Barometric pressure affects Cs as follows:

where

Table

()
‘b - ‘Vc; = c~ -~

-v (IV-39)

H,(,-%q

Cs = saturation value at sea level, at the temperature of the water,

mg/l

Cs’ = corrected value at the altitude of the river, mg/l

‘b = barometric pressure at altitude, mm Hg

Pv = saturation vapor pressure of water at the river temperature, mm

Hg

E = elevation, feet.

IV-16 illustrates the variability of dissolved oxygen saturation with altitude

and temperature. The significant effect of altitude is apparent and should not be

neglected. For example, at a temperature of 20°C, the saturation value decreases
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TABLE IV-15

SOLUBILITY OF OXYGEN IN WATER (STANDARD METHODS, 1971)

Chloride Concentration in Water - mg/l

Temp. o 5,000 10,000 15,000 20,000 Difference
in per 100 mg
°C Dissolved Oxygen - mg/l Chloride

o
1
2
3
4
5

6
7
8
9

10

11
12
13
14
15

16
17
18
19
20

21
22
23
24
25

;;
28
29
30

31
32
33

::

14.6
14.2
13.8
13.5
13.1
12.8

12.5
12.2
11.9
11.6
11.3

11.1
10.8
10.6
10.4
10.2

10.0
9.7
9.5
9.4
9.2

9.0
8.8
8.7
8.5
8.4

8.2
8.1
7.9
7.8
7.6

7.5
7.4
7.3
7.2
7.1

13.8
13.4
13.1
12.7
12.4
12.1

11.8
11.5
11.2
11.0
10.7

10.5
10.3
10.1
9,9
9.7

9.5
9.3
9.1
8.9
8.7

8.6
8.4
8.3
8.1
8.0

7.8

;:;
7.4
7.3

13.0
12.6
12.3
12.0
11.7
11.4

11.1
10.9
10.6
10.4
10.1

R
9.5
9.3
9.1

9.0
8.8
8.6
8.5
8.3

8.1
8.0
7.9
7.7
7.6

7.4
7.3
7.1
7.0
6.9

12.1
11.8
11.5
11.2
11.0
10.7

10.5
10.2
10.0
9.8
9.6

9.4
9.2
9.0
8.8
8.6

8.5
8.3
8.2
8.0
7.9

7.7
7.6
7.4
7.3
7.2

7.0
6.9
6.8
6.6
6.5

11.3
11.0
10.8
10.5
10.3
10.0

9.8
9.6
9.4
9.2
9.0

8.8
8.6
8.5
8.3
8.1

8.0
7.8
7.7
7.6
7.4

7.3
7.1
7.0

H

6.6

::;

::;

0.017
0.016
0.015
0.015
0.014
0.014

0.014
0.013
0.013
0.012
0.012

0.011
0.011
0.011
0.010
0.010

0.010
0.010
0.009
0.009
0.009

0.009
0.008
0.008
0.008
0.008

0.008
0.008
0.008
0.008
0.008
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TABLE IV-16

DISSOLVED OXYGEN SATURATION
VERSUS TEMPERATURE AND ALTITUDE

Temperature ALTITUDE (ft)

(°C) 0 2,000 4,000 6,000 8,000

0

5

10

15

20

25

30

35

14.6

12.8

11.3

10.2

9.2

8.4

7.6

7.1

13.6

11.9

10.5

9.5

8.5

7.8

7.1

6.6

12.5

11.0

9.7

8.8

7.9

7.2

6.5

6.1

11.5

10.1

8.9

8.0

7.2

6.6

6.0

5.6

10.5

9.2

8.1

7.3

6.6

6.0

5.4

5.1

from 9.2 mg/l to 7.2 mg/l as the altitude increases from sea level to 6000 feet, the

approximate elevation of Lake Tahoe and the Truckee River in California and Nevada.

4.3.6 DO-BOD Interactions

A widely used dissolved oxygen predictive equation is the Streeter-Phelps

relationship which predicts the dissolved oxygen concentration downstream from

a point source of BOD. Assuming a constant river cross-sectional area, the dis-

solved oxygen deficit (Cs-C) can be expressed as:

[1
-k X

D = Do exp —a— +
u, ~[exp(-k$)-exp  (%)] (IV-40 )

where

ka = reaeration coefficient, l/day

Do = initial deficit (at x = O), mg/l

D = deficit at x, mg/l

Lo = initial BOD (at x = O), mg/l

‘L = BOD decay coefficient, l/day.

Lo and Do are found by proportioning BOD and DO deficit concentrations just upstream
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where

W

Lu

Qu

Qw

of the waste discharge with the influx from the discharge itself. As presented earl-

ier in the BOD section, Lo is given by:

W/5.38 + Lu Qu
Lo = +

Qw Qu

= discharge rate of BOO, lb/day

= concentration of BOD in the river upstream of the

waste discharge, mg/l

= river flow rate upstream of discharge, cfs

= flow rate of waste discharge, cfs

(IV-41)

Qw + Qu = flow rate of river in the reach under consideration, cfs.

W in Equation IV-41 should be expressed in terms of ultimate BOD, and not 5-day

BOO.

The initial deficit is found from:

CWQW + Cuou . DWQW + DUQU
Do=C~-

Qw + Qu Qw + Qu
(IV-42)

where

Cw =

Cu =

Dw =

Du =

In cases where

concentration of dissolved oxygen in the waste, mg/l

concentration of dissolved oxygen upstream of the waste discharge,

mg/l

dissolved oxygen deficit in waste, mg/l

dissolved oxygen deficit upstream, mg/l.

information is lacking, Do can normally be assumed to be in the

range 1-2 mg/l.

If NBOD is to be considered as well as CBOD, Equation IV-40 can be modified as

follows:

+% [exP($)-exp  (Y)] (IV-43)

If the decay coefficient of NBOD is approximately equal to that of CBOD, Equation
IV-40 can be utilized instead of the more complicated Equation IV-43. In this case,

Lo in Equation IV-40 is replaced by the sun of Lo and No.
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4.3.7 Dissolved Oxygen Calculations

Calculation of dissolved oxygen in rivers can proceed as shown in Figure IV-19.

The planner needs to estimate the waste loading scheme for the prototype, whether it

be for a 20 year projection or for current conditions. The river system can then be

divided into reaches and by repeated use of Equation IV-40, dissolved oxygen calcula-

tions can be performed for each reach, starting from a known boundary condition and

proceeding downstream. All data and calculations should be succinctly and clearly

recorded to minimize errors.

The dissolved oxygen profile downstream from a waste discharge characteristic-

ally has a shape shown in Figure IV-18. If the reach is long enough, the dissolved

oxygen deficit will increase to some maximum value, Dc, at a distance xc (termed the

critical distance). Oc is called the critical deficit. Within any reach there

will always be a minimum dissolved oxygen value that occurs, but it may not be the

critical deficit, which is defined as the minimum point on a dissolved oxygen sag.

The difference between the minimum and critical values should be kept in mind. As
one example of the difference between the values, a reach may have dissolved oxygen

profile where concentrations are monotonically decreasing throughout the reach. The

minimum DO will then occur at the downstream end of the reach, but this will NOT be

the critical DO value, since DO is still decreasing in the downstream direction.

The travel time to the critical deficit is given by:

(IV-44)

FIGURE IV-18 CHARACTERISTIC DISSOLVED OXYGEN
PROFILE DOWNSTREAM FROM A POINT
SOURCE OF POLLUTION
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FIGURE IV-19 FLOW PROCESS OF SOLUTION TO DISSOLVED OXYGEN
PROBLEM IN RIVERS
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The distance downstream can be computed by knowing the travel time and flow velocity:

‘c =U”tc (IV-45)

The critical deficit can be found from:

(IV-46)

The formulas for the critical dissolved oxygen deficit are not really applicable

in the special case when ka = kL. However, these special cases can readily be handled
in one of two ways. First, a small change can be made in either ka or kL so that ka

and kL are approximately equal. Or second, the following expression can be used
to predict critical travel time:

()

D
tc’$ 1.:

a o

Then, the critical deficit is given by:

‘~exp [’”(++) “L ‘.1

(IV-47)

(IV-48)

Equation IV-48 is valid for all ka/kL values, and is not limited to cases

where ka/kL = 1.
Solutions to both Equations IV-46 and IV-44 are presented in Tables IV-17

and IV-18, respectively. There exist practical limitations to the solutions of
both equations, governed by the conditions that the solutions be both positive

and real. If in solving Equation IV-44 tc is negative, the minimum dissolved
Oxygen concentration actually occurs at the point of discharge, and concentrations

increase immediately below the discharge.

Tables IV-17 and IV-18 are particularly useful for computing the waste assimila-

tive capacity of a river. Waste assimilative capacity (WAC), as defined here, is the
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TABLE IV-17

De/Lo VALUES VERSUS Do/Lo AND kJkL

k./kL

O.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18

0.20

0.22

0.24

0.26

0.28

0.30

0.32

0.34

0.36

0.38

0.46

0.48

0.50

0.6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2.0

2.1

2.2

0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5 2.7 2.9 3.1 3.3 3.5 3.7 3.9 4.1 4.3 4.5 4.7 4.9

.77 .60 .50

.79 .61 .51

.81 .62 .52

.82 .63 .53

.84 .65 .54

.85 .66 .55

.87 .67 .56

.88 .68 .57

.90 .69 .58

.91 .71 .59

.93 .72 .60

.95 .73 .62

.96 .75 .63

.98 .76 .64

.99 .77 .65

1.01 .78 .66

1.03 .80 .67

1.04 .81 .68

1.06 .82 .70

1.07 .84 .71

1.09 .85 .72

1.11 .86 .73

1.12 .88 .74

1.14 .89 .76

1.15 .90 .77

1.17 .92 .78

1.25 .99 .84

1.33  1.06 .91

1.41  1.13 .98

1.50  1.20  1.05

1.58  1.27  1.12

1.66  1.35  1.20

1.75  1.43  1.28

1.83  1.50  1.36

1.92  1.58  1.44

2.00  1.66  1.53

2.09  1.75  1.62

2.17  1.83  1.71

2.26  1.91  1.80

2.34  2.00  1.90

2.43  2.08

2.52  2.17

2.60  2.26

.44 .39 .35 .32 .30 .28 .26 .24 .23 .22 .21 .20 .19 .18 .17 .17 .16 .15 .15 .14 .14 .14

.44 .40 .36 .33 .30 .28 .26 .25 .23 .22 .21 .20 .19 .18 .18 .17 .16 .16 .15 .15 .14 .14

.45 .40 .36 .33 .31 .29 .27 .25 .24 .23 .22 .21 .20 .19 1.8 .17 .17 .16 .16 .15 .15 .14

.46 .41 .37 .34 .31 .29 .27 .26 .24 .23 .22 .21 .20 .19 .18 .18 .17 .17 .16 .15 .15 .15

.47 .42 .38 .35 .32 .30 .28 .26 .25 .24 .23 .21 .21 .20 .19 .18 .18 .17 .16 .16 .15 .15

.48 .43 .39 .36 .33 .31 .29 .27 .26 .24 .23 .22 .21 .20 .19 .19 .18 .17 .17 .16 .16 .15

.49 .44 .40 .36 .34 .31 .29 .28 .26 .25 .24 .23 .22 .21 .20 .19 .19 .18 .17 .17 .16 .16

.50 .45 .40 .37 .34 .32 .30 .28 .27 .25 .24 .23 .22 .21 .21 .20 .19 .19 .18 .18 .17 .17

.51 .45 .41 .38 .35 .33 .31 .29 .27 .26 .25 .24 .23 .22 .21 .21 .20 .19 .19 .18 .18 .17

.52 .46 .42 .39 .36 .33 .31 .30 .28 .27 .26 .25 .24 .23 .22 .21 .21 .20 .20 .19 .19 .19

.53 .47 .43 .39 .37 .34 .32 .30 .29 .28 .26 .25 .24 .24 .23 .22 .22 .21 .21 .20 .20 .20

.54 .48 .44 .40 .37 .35 .33 .31 .30 .28 .27 .26 .25 .25 .24 .23 .23 .22 .22

.55 .49 .45 .41 .38 .36 .34 .32 .31 .29 .28 .27 .26 .26 .25 .25 .24 .24

.56 .50 .46 .42 .39 .37 .35 .33 .31 .30 .29 .28 .27 .27 .26 .26

.57 .51 .47 .43 .40 .38 .36 .34 .32 .31 .30 .29 .29 .28 .28

.58 .52 .48 .44 .41 .39 .37 .35 .34 .32 .31 .31 .30 .30

.59 .53 .49 .45 .42 .40 .38 .36 .35 .34 .33 .32 .32

.60 .54 .50 .46 .43 .41 .39 .37 .36 .35 .34 .34

.61 .55 .51 .47 .44 .42 .40 .38 .37 .36 .36

.62 .56 .52 .48 .45 .43 .41 .40 .39 .38

.63 .57 .53 .49 .46 .44 .42 .41 .40

.65 .58 .54 .50 .47 .45 .44 .43 .42

.66 .60 .55 .51 .49 .47 .45 .44

.67 .61 .56 .53 .50 .48 .47 .46

.68 .62 .57 .54 .51 .49 .48

.69 .63 .59 .55 .53 .51 .50

.76 .69 .65 .62 .60

.82 .76 .72 .70

.89 .84 .81

.97 .92 .90

1.04  1.00

1.13  1.10

1.21

1.30

1.40

ka/kL

5.1 5.3 5.5 5.7 5.9 6.1 6.3 6.5 6.7 6.9 7.1 7.3 7.5 7.7 1.9 8.1 8.3 8.5 8.7 8.9 9.1 9.3 9.5 9.7 9.9

0.00 .13 .13 .12 .12 .12 .11 .11 .11 .11 .10 .10 .10 .10 .10 .09 .09 ,09 .09 .09 .09 .08 .08 .08 .08
0.02 .13 .13

.08
.13 .12 .12 .12 .11 .11 .11 .11 .10 .10 .10 .10 .10 .09 .09 .09 .09 .09 .09 .08 .08 .08

0.04 .14
.08

.13 .13 .13 .12 .12 .12 .11 .11 .11 .11 .10 .10 .10 .10 .10 .09 .09 .09 .09 .09 .09 .08 .08
0.06 .14

.08
.14 .13 .13 .13 .12 .12 .12 .12 .11 .11 .11 .11 .10 .10 .10 .10 .10 .09 .09 .09 .09 .09 .09 .09

0.08 .15 .14 .14 .13 .13 .13 .12 .12 .12 .12 .11 .11 .11 .11 .11 .10 .10 .10 .10 .10 .10 .09 .09 .09
0.10 .15 .15

.09
.14 .14 .14 .13 .13 .13 .12 .12 .12 .12 .11 .11 .11 .11 .11 .11 .11 .10 .10 .10 .10 .10

0.12 .16
.10

.15 .15 .14 .14 .14 .14 .13 .13 .13 .13 .12 .12 .12 .12 .12 .12
0.14 .16 .16 .16 .15 .15 .15 .14 .14 .14 .14 .14
0.16 .17 .17 .17 .16 .16 .16

0.18 .18 .18 .18
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TABLE IV-18

katc VERSUS DOILO AND ka/kL

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18

0.20

0.22

0.24

0.26

0.28

0.30

0.32

0.34

0.36

0.38

0.40

D 0.L2

o 0.44

< ::::

0.50

0.6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2.0

2.1

2.2

0.00

0.02

D 0.04

~ 0.06

Lo 0.08

0.10

0.12

0.14

0.16

0.18

k#L

0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5 2.7 2.9 3.1 3.3 3.5 3.7 3.9 4.1 4.3 4.5 4.7 4.9

.26 .52 .69 .83 .95 1.05 1.14 1.22 1.29 1.36 1.42 1.47 1.53

.25 .51 .68 .82 .93 1.03 1.11 1.19 1.25 1.32 1.37 1.43 1.48

.25 .50 .67 .80 .91 1.00 1.08 1.16 1.22 1.28 1.33 1.38 1.42

,25 .50 .66 .79 .89 .98 1.06 1.13 1.18 1.24 1.29 1.33 1.37

.25 .49 .65 .78 .88 96 1.03 1.09 1.15 1.20 1.24 1.28 1.31

,25 .49 .64 .76 .86 .94 1.00 1.06 1.11 1.16 1.19 1.23 1.26

.24 .48 .63 75 .84 .92 .98 1.03 1.08 1.11 1.15 1.17 1.20

.24 .48 .63 .74 .82 .89 .95 1.00 1.04 1.07 1.10 1.12 1.13

.24 .47 .62 .72 .81 .87 .92 .97 1.00 l.03 1.05 1.06 1.07

.24 .47 .61 .71 .79 .85 .90 .93 .96 .98 1.00 1.00 1.00

.24 .46 .60 .70 .77 .33 .87 .90 .92 .94 .94 .94 .93

.24 .45 .59 .68 .75 .80 .84 .87 .88 .89 .89 .88 .86

.23 .45 .58 .67 .73 .78 .81 .83 .84 .84 .83 .81 .78

.23 .44 .57 .66 .72 .76 .79 .80 .80 .79 .77 .74 .70

.23 .44 .56 .64 .70 .74 .76 .76 .76 .74 .71 .67 .62

.23 .43 .55 .63 .68 .71 .73 .73 .72 .69 .65 . 6 0 .53

.23 .43 .54 .62 .66 .69 .70 .69 .67 .64 .59 .52 .44

.23 .42 .54 .61 .65 .67 .67 .66 .63 .58 .52 .44 .34

.22 .42 .53 .59 .63 .65 64 .62 .58 .53 .45 .36 .23

.22 .41 .52 .58 .61 .62 .61 .58 .54 .47 .38 .27 .12

.22 .41 .51 .57 .60 .60 .58 .55 .49 .41 .31 .18

.22 .41 .50 .56 .58 .58 .55 .51 .44 .35 .23 .08

.22 .40 .49 .54 .56 .55 .52 .47 ,39 .29 .15

.22 .40 49 .53 .54 .53 .49 .43 .34 .23 .07

.22 .39 .48 .52 .53 .51 .46 .39 .29 .16

21 .39 .47 .51 .51 .48 .43 .35 .24 .09

.21 .37 .43 .45 .42 .37 .28 .15

.20 ,35 .39 .39 34 .25 .12

.20 .33 .36 .33 .26 .13

.19 .31 .32 .27 .17 .01

.18 .29 .29 .22 .09

.16 .27 .25 .17 .01

.17 .25 .22 .11

.17 .24 .19 .06

.17 .22 .16 .01

.16 .21 .13

.10 .19 .11

.15 .18 .08

.15 17 05

.15 .15 .03

.14 .14

14 .13

.13 .12

k#L

1.58

1.52

1.47

1.41

1.35

1.28

1.22

1.15

1.07

1.00

.92

.83

.74

.65

.55

.44

.33

.21

.07

1.53

1.57

1.50

1.44

1.37

1.30

1.23

1.15

1.07

.99

.90

.80

.70

.59

.47

.34

.20

.04

1.67 1.71 1.75 1.79 1.83 1.87 1.90 1.93 1.97 2.00

1.61 1.65 1.68 1.72 1.75 1.78 1.81 1.84 1.87 1.89

1.54 1.57 1.61 1.64 1.66 1.69 1.72 1.74 1.76 1.78

1.47 1.50 1.53 1.55 1.57 1.59 1.61 1.63 1.65 1.66

1.40 1.42 1.44 1.46 1.48 1.49 1.50 1.51 1.52 1.53

1.32 1.34 1.35 1.36 1.37 1.38 1.38 1.38 1.38 1.38

1.24 1.25 1.25 1.26 1.26 1.25 1.24 1.23 1.22 1.20

1.16 1.16 1.15 1.34 1.13 1 11 1.09 1.07 1.04 1.00

1.07 1.05 1.04 1.02 .99 .96 .92 .88 .83 .77

.97 .95 .92 88 .84 .79 73 .66 .57 .48

.87 .83 .78 .73 .66 59 .49 39 .25 .09

.76 .70 .64 .56 .46 .35 .21 .04

.64 .56 .47 .36 .23 .06

.50 .41 .28 .13

.36 .23 .07

.20 .03

.02

5.1 5.3 5.5 5 7 5.9 6.1 6.3 65 6.7 6.9 7.1 7.3 7.5 7.7 7.9 8.1 8.3 8.5 8,7 8.9 9.1 9.3 9.5 9.7 9.5

2.03 2.06 2.08 2.11 2.14 2.16 2.19 2.21 2.24 2.26 2.28 2.30 2.32 2.35 2.37 2.39 2.41 2.43 2.44 7.46 2.48 2.50 2.52 2.53 2.55

1.92 1.94 1.97 1.99 2.01 2.03 2.05 2.07 2.09 2.11 2.13 2.15 2.16 2.18 2.20 2.21 2.23 2.24 2,26 2.27 2.28 2.30 2.31 2.32 2.33

1.80 1.82 1.84 1.86 1.87 1.89 1.90 1.92 1.93 1.94 1.96 1.97 1.98 1.39 2.00 2.01 2.01 2.02 2.03 2.03 2.04 2.05 2.05 2.06 2.06

1.68 1.69 1.70 1.71 1.72 1.73 1.73 1.74 1.74 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.74 1.74 1.73 1.73 1.72 1.71 1.70

1.53 1.54 1.54 1.54 1.54 1.54 1.53 1.53 1.53 1.52 1.51 1.50 1.49 1.48 1.46 1.45 1.43 1.41 1.39 1.36 1.34 1.31 1.28 1.24 1.21 1.17

1.37 1.36 1.35 1.34 1.33 1.31 1.29 1.27 1.24 1.22 1.19 1.15 1.11 1.07 1.03 .97 .92 .85 .78 .70 .62 .51 .40 .26 .09
1.18 1,16 1.13 1.10 1.07 1.03 .99 .94 .88 .82 .75 .67 .58 .47 .35 .21 .03
.97 .92 .87 .81 .74 .67 .58 .48 .36 .21 .04
.70 .62 .53 .42 .29 .14

.36 .22 .05
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amount of BOD that can be discharged into a river without causing the minimum dissolved

oxygen level to fall below a specified value. In constructing Tables IV-17 and IV-18

extra detail was incorporated for Do/Lo values between 0.0 and 0.5. This is

necessary because most practical problems fall within this range.

The following steps show how to use Table IV-17.

1. Find the reaeration rate (ka) and the BOD decay rate (kL)

for the river being investigated.

2. Find the BOD concentration in the river just below the point of mixing

(Lo).
3. Find the dissolved oxygen deficit at this location (D. = Cs - C).

4. Compute ka/kL and Do/Lo.

5. Using the ratios ka/kL and Do/Lo, find De/Lo where Dc is the critical

deficit.

6. Finally, calculate Dc = (De/Lo) Lo, and Cmin = Cs - Dc,

To use Table IV-18 complete these steps:

1.-4. Repeat steps 1 through 3 above.

5. Using the ratios ka/kL and Do/Lo, find katc.

6. Calculatetc = (katc)/ka.

4.3.8 General Dissolved Oxygen Deficit Equation

The most general dissolved oxygen mass-balance formulation to be presented
in this chapter is as follows:

‘=(a) (Lo- +9 [e” H ‘(x)) - ‘Xp(+f(x)l

+ R + SB + Lrd + Nrd-P

ka
~ -exp(* f(x))]

+ Do exp[~ f(x))
(IV-49)

where

P = oxygen production rate due to photosynthesis, mg/l/day

R = oxygen utilization rate due to respiration, mg/l/day

‘B = benthic demand of oxygen, mg/l/day.

The distance function f(x) expresses the cross-sectional area relationship throughout
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the reach. The area can increase or decrease linearly or remain constant. The

general form of the relationship is:

f(x) = AOX + AA X2/2 , AA = Af -AO
——

‘L

where

‘f = area at x = XL
A. = area at x = O

‘L = length of reach,
For a reach of constant cross-sectional area, AA = O.

L =

In deloping Equation IV-49 the following relationship for CBOD was used

(as originally presented in the BOD section):

An analogous expression for NBOD was also used.

(IV-22)

In Equation IV-49, the distributed sources and sinks (P, R, SB, Lrd, Nrd)

are all mass fluxes, and no volumetric flow rate is associated with any of these

sources and sinks of dissolved oxygen,

4.3.9 Photosynthesis and Respiration

The difficulty of accurately assessing the impact of photosynthesis and respira-
tion on the dissolved oxygen resources of streams is not readily apparent from the

single terms appearing in Equation IV-49. Of concern are both free floating and

attached algae, as well as aquatic plants. The extent to which algae impact the

dissolved oxygen resources of a river is dependent on many factors, such as turbidity,

which can decrease light transmittance through the water column. Additionally, the

photosynthetic rate constantly changes in response to variations in sunlight intensity
and is not truly constant as implied by Equation IV-49. Hence if algal activity is

known to be a significant factor affecting the dissolved oxygen balance, the use of a

computer model is recommended in order to accurately assess such influences. For

example, in the Truckee River in California and Nevada, the diurnal variation of

dissolved oxygen has exhibited a range of from 150 percent saturation during the

daylight hours to 50 percent saturation at night due to algal photosynthesis and

respiration, respectively. At the most, hand calculations can give estimates

of net dissolved oxygen production rates that then can be compared to the other

source/sink terms in Equation IV-28. From this comparison the significance of

each can be estimated.
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TABLE IV-19

SOME AVERAGE VALUES OF GROSS PHOTOSYNTHETIC PRODUCTION OF
DISSOLVED OXYGEN (AFTER THOMANN, 1972 AND THOMAS AND O'CONNELL, 1966)

Aver.Gross Production Average Respiratior
Water Type (grams/m2-day) (gm/m 2-day)

Truckee River - Bottom 9 11.4
attached algae

Tidal Creek
6

- Diatom Bloom 6
(62-109.10 diatoms/l)

Delaware Estuary - summer 3-7

Duwamish River estuary - 0.5-2.0
Seattle, Washington

Neuse River System - 0.3-2.4
North Carolina

River Ivel 3.2-17.6 6.7-15.4

North Carolina Streams 9.8 21.5

Laboratory Streams 3.4-4.0 2.4-2.9

Table IV-19 presents some observed values of photosynthetic oxygen production

rates. As shown in the table, dissolved oxygen production is expressed in units of

rate per unit area (gm/m2-day). To convert to units of concentration per unit time,

the algal production rate must be divided by river depth:

(IV-50)

where

P= production rate of dissolved oxygen, gm/m2-day
H = average river depth, meters

P = production rate of dissolved oxygen, mg/l-day.

P can now be directly compared to other terms in Equation IV-28.

By using a regression equation developed by Erdmann (1979a, 1979b), the produc-

tion rate of dissolved oxygen, P, can be determined directly if the diurnal variation

of dissolved oxygen is known. When water temperature is fairly constant throughout

the day, the photosynthetic oxygen production rate becomes:

P = 2AD0 (IV-51)
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FIGURE IV-20 DAILY DISSOLVED OXYGEN VARIATION IN Two RIVERS.

where

ADO = difference between the daily maximum dissolved oxygen concentration

and the daily minimum dissolved oxygen concentration, mg/l.

Since Equation IV-51 is based on regression analysis, the units are not consistent.
The importance of a constant water temperature is illustrated by Figure IV-20.

This figure shows the hourly variation of dissolved oxygen over a 24 hour period for

Wyman Creek in California and for the Ivel River in England. Both exhibit large

diurnal dissolved oxygen variations, although the reasons differ. In Curve A (Ivel
River), the dissolved oxygen level gradually increases from 0600 hr to 1800 hr, and

then decreases over the next 12 hours. The cause of the changing dissolved oxygen
levels is a net photosynthetic oxygen production during the daylight hours, and a net

consumption during evening and night. Curve 8 is almost a mirror image of curve A
since the minimum dissolved oxygen levels occur during daylight hours and the maximum

during nighttime. The variations exhibited by curve B are principally caused by a
changing water temperature. During the day this creek absorbs considerable solar
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radiation causing the water temperature to rise and the dissolved oxygen saturation

level to decrease. At night the creek cools off and the dissolved oxygen saturation

level increases. Curve B then is free from the influence of photosynthetic effects,
so it would be erroneous to apply Equation IV-51. Erdmann (1979a, 1797b) and Kelly

et al . (1975) provide more sophisticated methods to predict P when both photosynthetic

and temperature effects occur concurrently. Example IV-7 illustrates the utility of

Equation IV-51.

Prediction of Photosynthetic Oxygen Production Rate

On Mechums River near Charlottesville, Virginia, Kelly et al . (1975)

collected the following data:

Time of Day
(hours after midnight)

0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
6.5
7.0
7.5
8.0
8.5
9.0
9.5

10.0
10.5
11.0
11.5
12.0
12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0

Stream Dissolved
Temperature, °C Oxygen (mg/1)

23.3
23.3
23.4
23.4
23.5
23.5
23.5
23.5
23.4
23.4
23.3
23.2
23.1
23.0
22.9
22.8
22.7
22.7
22.7
22.7

7.6
7.6
7.6
7.5
7.4
7.2
7.3
7.3
7.3
7.3
7.3
7.3
7.3
7.3

;::
7.5
7.6
7.7
7.8

22.8 8.0
23.0 8.1
23.2 8.4
23.5
23.6
24.3
24.8
25.3
25.5
25.5
25.9
26.1
26.1
26.1
26.1

8.5
8.7
8.9

;:!
9.2
9.3
9.2
9.2
9.2
9.1
9.0

-344-



Time of Day
(hours after midnight)

17.5
18.0
18.5
19.0
19.5
20.0
20.5
21.0
21.5
22.0
22.5
23.0
23.5
24.0

Stream
Temperature, °C

25.8
25.8
25.5
25.3
25.1
24.8
24.5
24.2
24.0
23.8
23.7
23.6
23.6
23.5

Dissolved
Oxygen (mg/1)

8.9
8.8
8.6

::;
8.2
8.0
8.0
7.9
7.6
7.7
7.7

;::

Using a sophisticated analysis, Kelly et al . found the daily mean photosyn-

thetic oxygen production to be 4.40 mg/l. Using the data shown above and Equation

IV-51 estimate the daily photosynthetic oxygen production, P (mg/l/day).

The minimum dissolved oxygen is 7.2 mg/l, which occurs at 0230. The maximum

dissolved oxygen is 9.3 mg/l which occurs at 1430. Hence:

P = 2AD0 = 2(9.3-7.2) = 4.2 mg/l/day

This compares very wellwith the value found by Kelly et al . using a more

sophisticated analysis, even though the stream temperature varies by a few

degrees during the day. Probably one reason for the good agreement is that

the maximum and minimum values occur about 12 hours apart, which the method

assumes they do.

Values of photosynthetic respiration vary widely, ranging from 0.5 gm/m2/day

to greater than 20 gm/m2/day. One suggested relationship between respiration and

chlorophyll a is given as (Thomann, 1972):

R(mg/l/day) = 0.024 (chlorophyll a ) (~9/1) (IV-52)

where

lwg/1 = 10-3mg/l.

Chlorophyll a concentration is most commonly expressed in terms of pg/1.

4.3.10 Benthic Demand

In addition to oxygen utilization by respiration of attached algae, benthic
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deposits of organic material and attached bacterial growth can utilize dissolved

oxygen. Table IV-20 illustrates some uptake rates. As with photosynthesis, the

uptake rates are expressed in gm/m 2-day. To use these values in Equations IV-28 or

IV-49, division by stream depth (in meters) is necessary. Temperature effects can be

approximated by:

(SBT) = (SB)20 1.065T-20 (IV-53)

The areal extent of significant oxygen demanding benthic materials is often

limited to the region just below the outfall vicinity. Although the oxygen demand may

be great over a short distance, it may be insignificant over larger distances. The

response of rivers to areally limited benthic deposits is generally to move the

critical deficit upstream, but not to lower its value significantly.

Bowie et al . (1985) contains significantly more data and further discussion

of benthic oxygen demand in rivers. Additionally Butts and Evans (1978) conducted

extensive studies of sediment oxygen demand on 20 streams in Illinois. They found

that benthic oxygen demand could be predicted as:

TB = 0.15T +0.30S + 0.11 logN - 0.56 (IV-54)

where

TB = benthic oxygen demand, g/m2-day
T = water temperature, “C

D~ = depth of sediment, inches
N = number of macroinvertebrates per m2.

They found that N typically ranged from 10,000 to 1,000,000. Within this range

the sum of the last two terms is between ±O.1, and is negligible compared to the

first two terms. Under these conditions Equation IV-54 simplifies to:

~B = 0.15T + 0.3DS (IV-55)

The depths of sediment found during the study of Butts and Evans (1978) ranged from 1

to 17 inches. Consequently Equation IV-55 is applicable to streams which have fairly

significant benthic oxygen demands. For cleaner streams Equation IV-55 probably

overestimates the benthic oxygen demand.
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TABLE IV-20

AVERAGE VALUES OF OXYGEN UPTAKE RATES OF
RIVER BOTTOMS (AFTER THOMANN, 1972)

Uptake (gms 02/inL-ddY)

@ 20°C

Approximate
Bottom Type and Location Range Average

Sphaerotilus - (10 gm drywt/M2) - 7

Municipal Sewage Sludge - 2-10.0 4
Outfall Vicinity

Municipal Sewage Sludge - 1-2 1.5
“Aged” Downstream of Outfall

Cellulosic Fiber Sludge 4-10 7

Estuarine mud 1-2 1.5

Sandy bottom 0.2-1.0 0.5

Mineral soils 0.05-0.1 0.07

4.3.11 Simplifying Procedures in Dissolved Oxygen Calculations

Using Equation IV-49 might be untenable for several reasons, such as lack

of available data, or because of the voluminous calculations required to apply

it to a large number of reaches. Several suggestions are offered here that should

simplify analysis of dissolved oxygen problems.

Since the general scope of this section is to facilitate the determination

of existing or potential problem areas, the analysis should proceed from the simple

to the more complicated approach. It may be adequate to analyze the dissolved oxygen

response to the most severe loadings first, neglecting those of secondary importance.

If such an analysis clearly indicates dissolved oxygen problems, then the inclusion

of any other pollutant discharges would only reinforce that conclusion. More rigorous

procedures (e.g., a computer model) could then be employed to perform a detailed

analysis.

Suppose the improvement of dissolved oxygen levels due to decreased loading from

a point source is of interest. This is a common situation since it relates to the

design of waste loading abatement schemes. Such improvement can be estimated by:
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AD = ADO exp
[%’] + (&)(Lo)[e.P (+ f(x))

- exp(~~ f(x))] (IV-56)

where

ALO = the change in the initial BOD, mg/l

AD = change in deficit in response toALo.

Equation IV-56 was formulated from Equation IV-49 assuming that Lo and Do are

the only changes of significance.

Many rivers have a large number of point sources. Although this is not necessar-

ily a complicating factor, a detailed analysis might be too time consuming for hand

calculations. There are several possible alternatives to deal with this situation in

order to reduce the number of reaches to be analyzed. The first, already mentioned,

is to consider only the significant pollutant sources. Second, as was illustrated in

Example IV-5, a number of uniformly distributed point sources can be considered as a

single distributed source. Third, combining several adjacent point sources is also

possible, if the length of the reach under consideration is long relative to the

distance of separation between the point sources. Analogously, a distributed source

can be approximated as a point source, contributing the same waste loading and
located at the center of the distributed source.

It may be that the planner wants only to determine the critics dissolved

oxygen concentration in each of a series of reaches. In this case no more than

two values of dissolved oxygen per reach need be calculated. Figure IV-21 shows the

solution process to be followed.

One final note on dissolved oxygen evaluations should be made here. It may be
that if the planner is interested primarily in locating dissolved oxygen problems, he

need not perform any computations. This is especially likely where dissolved oxygen

data are available at various locations on the river. Plotting dissolved oxygen time

trends may reveal when, as well as where, annual dissolved oxygen minima occur.

Deermining River Assimilative Capacity from
Tables IV-17 and IV-18

Suppose the user wants to determine waste assimilative capacity (WAC) for a

river reach that has the following characteristics:
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FIGURE IV-21 FLOW PROCESS IN REACH BY REACH SOLUTION TO
CRITICAL DISSOLVED OXYGEN VALUES
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Critical dissolved oxygen concentration = 5.O mg/l (user establishes this)
Initial deficit = 1.0 mg/l

Average velocity = 0.5 fps

Average depth = 4 feet

Chloride concentration = O

Temperature range = 10°C to 35°C

First, ka and kL need to be found. From Figure IV-17, ka (20°) = 0.8/day,
and from Figure IV-11, kL = 0.4/day. At any other temperature then, ka and
kL can be found from the temperature relationships previously developed:

ka = (ka)20 1.024 ‘-20 (IV-34)

T-20kL= (kL)20 1.047 (IV-17)

Using Table IV-15 the dissolved oxygen saturation concentration within the tempera-

ture range of interest can be found. This information can then be then compiled
into Table IV-21 shown below.

TABLE IV-21

COMPILATION OF INFORMATION IN EXAMPLE IV-8

Cs cc Dc

d) (mg/l) (mg/l) (mg/l)
Do/DC ka/kL

10 11.3 5.0 6.3 0.16 2.5

15 10.2 5.0 5.2 0.19 2.2
20 9.2 5.0 4.2 0.24 2.0
25 8.4 5.0 3.4 0.29 1.8
30 7.6 5.0 2.6 0.38 1.6

35 7.1 5.0 2.1 0.48 1.4

Using the values of Do/DC and ka/kL, Lo can be found, which in

this case is the WAC.

Procedure

1. Table IV-21 is entered at the appropriate ka/kL column. This is

2.5 at 10°C.

2. Next, the entry within the ka/kL column in Table IV-17 is found
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such that:

Since the left-most column of Table IV-17 is Do/Lo and the entries are

De/Lo, the ratio of these values is calculated until that ratio equals 0.16.

For example, tryDo/Lo = 0.05. Then De/Lo = 0.23 and~= 0.22 > 0.16; too

big.

Try Doll-o = 0.04. Then De/Lo = 0.23 and%= .17; close enough.
Dc

Then_. .23, or L =~=~mg/l
Lo o .23 —

The results are tabulated below for the temperature range 10°C to 35°C.

T(°C) WAC (mg/l) Do/Lo

10 27.4 0.04

15 20.0 0.05

20 15.0 0.07

25 11.3 0.09

30 7.6 0.13

35 5.4 0.19

Lo is directly related to the loading rate of BOD, as expressed earlier

in Equation IV-41:

WAC = (Lo)critica,  = ‘uQu + ‘critical/5.38
Qu +Qw

From equation IV-41 the critical waste loading W can be found. If desired,

this procedure can be repeated for different river flow rates, and WAC and

wcritical found for the various flows. To do this, different average depths

and velocities will be needed. Generally this analysis is most applicable to

minimum flow conditions, as this is the most critical situation, but higher flows

may be of interest to assess the benefits of flow augmentation decisions. Novotny

and Krenkel (1975) have used a 20 year, 3-day low flow in analyzing the Holston

River in Tennessee. For further discussion of low flow calculations refer to

Section 4.4.6.

In interpreting the results of this example the user should be looking

more at trends rather than particular results. For example, notice how the
WAC decreases with increasing temperature. For every 10° increase the WAC

is approximately halved. A similar relationship between WAC and flow rate

could also be determined.

Finally, using Table IV-18, the travel time tc can be determined to

-351-



the point of critical deficit.  The appropriate Do/Lo and ka/kL values are
used to find tc. Table IV-22 illustrates these results.

TABLE IV-22

CRITICAL TRAVEL TIME RESULTS

T(°C) ka/kL Do/Lo tc ka ka tc(days)

10 2.5 0.04 1.4 .63 2.2
15 2.2 .05 1.3 .71 1.8
20 2.0 .07 1.2 .8 1.5
25 1.8 .09 1.13 .9 1.2
30 1.6 .13 1.0 1.0 1.0
35 1.4 .19 0.9 1.1 0.8

Critical Deficit Calculations for Multiple Reaches

Suppose the critical deficit in each of the three reaches of the river

illustrated in Figure IV-22 is to be determined. The conditions upstream of

the first discharge are:

T = 27°C Depth = 5.0 feet
Q = 600 cfs Du = 1 mg/l

U = 0.4 fps Lu = 2 mg/l

Using these data, along with the solution process outlined in Figure IV-21,

the following procedure can be used:

1. Determine ka, kL for each reach. For this example it will be

assumed that the average depth, velocity, and temperature remain relatively

constant over the three reaches, so that ka and kL are also the same.

ka (20) = 0.5, (from Figure IV-17)

kL (20) = 0.35, (from Figure IV-11)

Using the temperature correction:

ka (27) = 0.60, (from Equation IV-34)
kL (27) = 0.48, (from Equation IV-17)
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 FIGURE IV-22    HYPOTHETICAL RIVER USED IN EXAMPLE IV-9

Table IV-15) 8.1 mg/l.
The saturation dissolved oxygen concentration at 27° C and O% salinity is (from

2. For the first reach, calculate Lo and Do:

Lo = (2)(600) + (40) (50) (1.55)
600 + (50)(1.55)

= 6.35 mg/l

For lack of better information about the dissolved oxygen characteris-

tics of the waste, it can be assumed that Do = Du = 1 mg/1. The location

of the critical deficit

IV-45. In this example

ing ratios are needed:

Do/Lo = 1/6.35

and

can now be calculated using Table IV-18, or Equation

Table IV-18 will be used. To use that table, the follow-

= 0.16

ka/kL = 0.60/0.48 = 1.3

From Table IV-18, katc = .92 or

tc = .92/0.6 = 1.53 days

x  = (0.4) (1.53) (3600) (24~= ~oomi,es
c .

5280
Since xc < 12, the critical deficit actually exists, and is located 10 miles

downstream. From Table IV-17 Dc can be found by entering it with the same
ratios used in Table IV-18. The result is:

Dc
—---= .38- Dc =2~mg/1
Lo
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3.  Before the critical conditions in reach 2 can be calculated, the con-

ditions at the upstream end of that reach must be established. The conditions at

the downstream end of reach 1 are:

D = 2.3 mg/l, from Equation IV-40

L = 2.6 mg/l from Equation IV-42

The conditions at the upstream end of reach 2 are thus:

Lo = (2.6) (677) + (60) (1.55) = * 35mg,1.
677 + 93

Do = 2.3 can be used for lack of better information
concentration in the effluent to reach 2. For use
that:

Do/Lo = .28

so

kat = .76

tc = .76/0.6 = 1.3 days

xc = 8.3 miles

on the dissolved oxygen
n Table IV-18, it is found

Since reach 2 is only 4.0 miles long, the critical deficit is not reached.

Instead the maximum deficit will occur at the downstream end of reach 2, where

D = 3.3mg/l (Equation IV-40)

L = 6.22 mg/l (Equation IV-22)

4. For the beginning of reach 3, Lo and Do must be found:

Lo = (20)(10)(1.55) + (770.5)(6.22) =6m5mg,,
770.5 + (10)(1.55)

For Do, it can be assumed that Cw = 5.0 mg/l. From Equation IV-41, then:

Do = 8.1 -~8”1 ‘3”3) (770.5) + (5.0) (l0)(l.55) = 3.3mg/l
770.5 + 15.5

The calculations of critical conditions can now be made for this reach, as
for the previous two.

4.4 TEMPERATURE

4.4.1 Introduction

The biota comprising an established aquatic ecosystem generally respond negatively

to significant abnormal temperature fluctuations. Anthropogenic modifications of

rivers and streams can alter the thermal regime, most often by elevating the maximum

and mean water temperatures. Repercussions of elevated temperatures are manifested
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through a shift in the ecological balance and in the water quality of rivers. For

example, there is a progression in the predominance of algal species from diatoms to

green algae to blue-green algae as water temperature increases through a specific

range, Thermal discharges can increase the ambient temperature enough to alter the

predominant species to the undesirable blue-green algae. Increased metabolic activity

of aquatic organisms, such as fish, also accompanies elevated temperature. If the

increase is high enough, the results can be lethal. Much data are available today
(e.g., Committee on Water Quality Criteria, 1972) which specify lethal threshold

temperatures for aquatic organisms.

Water quality may be adversely affected through decreased volubility of dissolved

oxygen and increased biochemical reaction rates. Adequate dissolved oxygen levels,

particularly at elevated temperatures, are critical because of the increased metabolic

activity. Yet, as previously discussed the saturation concentration of dissolved

oxygen diminishes with rising temperature. Worse still, is the concurrent low flow

condition which is associated, in many parts of the country, with the warm summer

months. For example, in a study of 30 river reaches in the U.S. (EPA, 1974), 20 had

lower flows in the summer months than in the winter. This situation further reduces
assimilative capacity and usually results in the most critical dissolved oxygen

levels over the year.

Man can alter the thermal regime of rivers by removing trees, changing the flow

regime, and by increasing thermal discharges. Diversions of water from a river can

reduce the water depth, and increase the mean and diurnal fluctuation of stream

temperature.

In Long Island, modification of the natural environment of streams has increased

average stream temperatures during the summertime by as much as 9 to 14°F (Pluhowsi,

1968) . Concurrent temperature differences of as much as 14 to 18°F between sites on

the same stream were observed on days of high solar radiation. A principal factor

involved in these occurrences was the removal of vegetation along the banks of the

streams, permitting significantly greater penetration of solar radiation. Other

contributing factors cited by Pluhowski included increased stormwater runoff, a

reduction in the amount of groundwater inflow, and the introduction of ponds and

lakes.

4.4.2 Equilibrium Temperature

If a body of water at a given initial temperature is exposed to a set of con-

stant meteorological conditions, it will tend to approach some other temperature

asymptotically. It may warm by gaining heat or cool by losing heat. Theoretically,

after a long period of time the temperature will become constant and the net heat

transfer will be zero. This final temperature has been called the equilibrium

temperature, E. At equilibrium, the heat gained by absorbing solar radiation and
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FIGURE IV-23 MECHANISMS OF HEAT TRANSFER ACROSS A
WATER SURFACE (PARKER AND KRENKEL, 1969)

long-wave radiation from the atmosphere will exactly balance the heat lost by back

radiation, evaporation, and conduction.

These heat fluxes are illustrated in Figure IV-23 which also shows typical ranges

for the fluxes. Some of these terms (Hs, Ha, Hsr, Har) are independent of water

temperature, while the remainder (Hbr,Hc,He)  are dependent upon water temperature.

At equilibrium then, Hn (net transfer) equals zero, or:

tis-tisr +tla-tiar-Hbr-tic -He=O (IV-57)

In actuality, the water temperature rarely equals the equilibrium tempera-

ture because the equilibria temperature itself is constantly changing with the

local meteorological conditions. The equilibrium temperature will rise during
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the day when solar radiation is greatest , and fall to a minimum at night when

solar radiation is absent.

A daily average equilibrium temperature may be computed using a number of

factors including daily average values of radiation, temperature, wind speed,

and vapor pressure. The daily average value will reach a maximum in midsunmer

and a minimum in midwinter. Since the actual water temperature always tends to

approach, but does not reach the equilibrium temperature, it will usually be
less than equilibrium in the spring when temperatures are rising, and greater

than equilibrium in the fall when temperatures are dropping. During a 24 hour

period, the equilibrium temperature usually rises above the actual water temperature
during the day and falls below the water temperature at night, forcing the water

temperature to follow a diurnal cycle.

The amplitude of the actual diurnal water temperature cycle is generally

dampened significantly in comparison to the amplitude of the equilibrium temperature

cycle due to the large heat capacity of water. A thermal discharge into a water body

will usually increase the actual daily amplitude because of the water temperature

dependent terms in Equation IV-57. This situation is illustrated in the following

example (Edinger,

pond into which a

et al., 1968). Figure IV-24 illustrates a flow through a cooling

thermal effluent is discharged (at Station B).

FIGURE IV-24 SCHEMATIC OF SITE NO, 3
COOLING LAKE (FROM EDINGER,
ET AL,, 1968)

Temperature observations were recorded at Stations B through H at four-hour periods

for one week. The findings are depicted in Figure IV-25.
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FIGURE IV-25 OBSERVED TEMPERATURES, SITE NO 3,
JULY 18 - JULY 24, 1965 (EDINGER,
ET AL., 1968)

The highest temperatures and largest diurnal temperature variables are recorded at

Station B. The peak temperature at Station B occurs just after noon, corresponding

to the peak loading from the plant. At Station C the peak temperature is at 1800

hours, indicating the lag in flow time from Stations B to C. The peak temperatures

at the remaining stations are more influenced by meteorological conditions, and less

by the thermal discharge. The relationship of the observed temperatures to the

equilibrium temperature over a 24-hour period is shown in Figure IV-26. Note the

amplitude of the equilibrium temperature E (33°F amplitude). The average equilibrium

temperature, ~, is approximately 91”F. A progression from Station B to Station

H indicates that the daily water temperature tends to approach the average equilibrium

temperature.
Stations G and H, and the ambient temperature T ~, all reflect the predominating

influence of meteorological conditions. When the umbient water temperature is above

the instantaneous equilibrium temperature E, it tends to decrease, and when the

temperature is below E, it tends to increase. In the early morning and late evening

hours, when E is low, the water temperature decreases at these stations. During

midday when E is higher, however, the temperatures at these stations increase.

4.4.3 Calculation of Equilibrium Temperature

Studies (Edinger and Geyer, 1965) have shown that the equilibrium temperature of

a well mixed body of water can be estimated by:

0.05E2 + ‘R - 1801
E=

[
C(B) +0.26Ta

‘w) ‘a- 1 (IV-58)
K K
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FIGURE IV-26 COMPARISON OF COMPUTED EQUILIBRIUM

where

E =

K =

%=

ra =

‘a =
B =

C(B) =

AND
AMBIENT TEMPERATURES WITH OBSERVED MEAN
DIURNAL TEMPERATURE VARIATIONS FOR SITE
No. 3, JULY 18-JuLY 24, 1966 (EDINGER,
ET AL,, 1968)

equilibrium temperature, “F

thermal exchange coefficient, BTU/ft2/day/OF

net incoming short (Hsn) and long (Han) wave

6TU/ft2/day

air temperature, ‘F

radiation

water vapor pressure of ambient air at air temperature, mmHg

proportionality coefficient, mmHg/”F

value dependent on B, mmHg.

(IV-59)

The thermal exchange coefficient K is expressible as:

K = 15.7 + (0.26 + B) f(u)

where

f(u) = a function of wind speed.

Different relationships for f(u) have been developed. For purposes of hand calcula-

tions, the following relationship will be used:

f(u) = 11.4u (IV-60)
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where

u = the daily average wind speed in mph.

To calculate E using Equation IV-58 an iterative procedure is needed, since K,

B, and C(B) depend on E. The following steps outline a solution procedure.

1.

2.

3.

4.

5.

6.

7.

8.

9.

Data needed to start the procedure include Ta, relative humidity,

wind speed, and net shortwave solar radiation. Figure IV-27 illustrates

daily average solar radiation reaching the continental United States for

the months July and August. It is during these months that stream

temperatures usually reach their annual maxima. These values do not

account for the albedo of water (the percent of incoming solar radiation

that is reflected), but since this is small, it can be ignored. Because

of the variability caused by topography, vegetative cover, and other

factors, local sources of information should be used when possible for

solar radiation values.

Calculate HR = Hsn + Han (BTU/ft2/day).  If Figure IV-27 is utilized

for H~n, convert from langleys/day to BTU/ft2/day  by multiplying by 3.7.

Han can be estimated from Table IV-23 by knowing the air temperature
and the cloud cover fraction (0.1 to 1.0).

Determine ea from Table IV-24 by entering with Ta and relative
humidity.

Choose an initial value for E. The air temperature Ta can be the

first guess.

Enter Table IV-25 for B and C(B) at E (“F).

Knowing u, f(u), and B, calculate K from Equation IV-59.

From Equation IV-58 make the next estimate of E (E new) by evaluating

the right hand side of that equation (call this result F(E)).

The next estimate of E is Enew = 0.3E + 0.7 F(E).

(Note: this choice of Enew brings about a more rapid convergence to

the answer than would use of E alone).

If lEnew - El ~ l“F, then Eactual = Enew.
If lEnew - El > l“F, return to step 5 with Enew and repeat the procedure

until the convergence criterion is met, namely, Eactual = E new”
Instantaneous, daily, weekly, or even longer term average equilibrium temperature,

~, can be calculated by using mean meteorological conditions over the period of
interest and following the solution procedure just outlined. Calculating the daily

average ~ under the most crucial annual meteorological conditions (usually occurring
in July or August) yields the highest temperature about which that water body tends

to naturally oscillate. The repercussions of man’s activities in terms of altering

~can thus be estimated and analyzed for potential impact.
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FIGURE IV-27 MEAN DAILY SOLAR RADIATION (LANGLEYS) THROUGHOUT
THE U.S. FOR JULY AND AUGUST (U.S. DEPARTMENT
OF COMMERCE, 1968)
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Table IV-23
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Table IV-24
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TABLE IV-25

B AND C(B) AS FUNCTIONS OF TEMPERATURE

Temperature B C(B) Temperature C(B)
(°F) ( mmH q/°F) (mmHg) (°F) (mmH~/°F) (mmHg)

45
46
47
48
49

50
51
52
53
54

.286 -5.5
.296 -4.5
.306 -4.1
.317 -4.2
.328 -4.6

.340 -5.4

.352 -6.3

.365 -7.5

.378 -8.7

.391 -10.0

75
76
77
78
79

.660

.680

.701

.722

.743

.765

.787

.810

.833

.857

-22.9
-23.6
-24.4
-25.4
-26.5

-27.8
-29.3
-31.0
-33.0
-35.1

55 .405 -11.2 80 .881 -37.6
56 .419 -12.5 81 .905 -40.3
57 .433 -13.6 82 .930 -43.2
58 .448 -14.7 83 .955 -46.4
59 .464 -15.8 84 .980 -49.7

60 .479 -16.7 85 1.006 -53.3
61 .496 -17.6 86 1.033 -57.1
62 .512 -18.3 87 1.060 -61.0
63 .529 -19.0 88 1.087 -64.9
64 .547 -19.6 89 1.114 -68.9

65 .564 -20.1 90 1.142 -72.9
66 .583 -20.7 91 1.171 -76.7
67 .601 -21.2 92 1.200 -80.4
68 .620 -21.7 93 1.229 -83.8
69 .640 -22.3 94 1.259 -86.8

95 1.289 -89.3

Calculation of Equilibrium Temperature

On Long Island, New York, studies done by Pluhowski (1968) have indicated

that shading of streams by a natural vegetative canopy can drastically affect the

shortwave solar radiation reaching those streams. The results of some of his
findings are presented in Table IV-26. In the summer, when leaves are on the
trees, the actual solar radiation reaching the Connetquot River can be as low as

29% of that reaching unobstructed sites at nearby Mineola or Brookhaven.

Suppose the user is interested in predicting how the removal of the riparian
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vegetative cover might effect ~. Consider the period 22-24 August, 1967, when

the Connetquot River received 162 langleys/day of a possible 308 langleys/day of

shortwave solar radiation. Representative meteorological conditions at this time

were:

The steps in solving for~ are as follows:

1.

2.

3.

4.

5.

6.

7.

8.

9.

Data have been gathered, as previously listed.

H = 162 (3.7) = 600 BTU/ftZ/day. This value assumes that the vege-sn
tative canopy blocks 47% of the solar radiation. From Table IV-23,

Han is (.5 cloud cover at 65*F) 2497 BTU/ft2/day. Thus,

‘R = 2497 + 600 = 3097 BTU/ft2/day.
At 80% relative humidity and an air temperature of 65”F, ea =

12.5 mmHg from Table IV-24.

As an initial guess of E, assune El = 65*F, the air temperature.

From Table IV-25, B = .56, C(B) = -20.1

K= 15.7 + (.26 + .56) (11.4) (2) =34.4

X [12.5+20.1+  .26(65)]  = -.6.1 + 37.7+33.0=64.6

‘2 = .3(65) + .7(64 .6) = 64.7

Since IE2-EII < l°F ~= 64.7*F

Now suppose the user wants to find ~for no reduction in Hsn due to shading.

Steps 1 through 9 again are repeated, using Hsn = 308(3.7) =

1140 BTU/ft2/day,  with otherwise the same meteorological conditions. Without de-

tailing the calculations here, it is found that~= 74.7”, a 10”F increase.

It is evident then that altering the solar radiation penetrating to the

stream can significantly changer. Even more severe cases of repression of short-

wave radiation (as noted by the 71% reduction on 26-28 August, 1967, Table IV-26)

are possible, exemplifying the large differences which may be observed.

The approach illustrated in Example IV-10 for predicting equilibrium temperature

is obviously time consuming, and has been programed for hand held calculators in

Mills et al . (1979) . A simplified approach is also available for predicting equi-

librium

usually

temperature (Brady et al ., 1969) and is described below. The predictions are

within 3°F or less of those found by the more complicated approach.

-366-



The data required for the simpler approach are:

Td, dewpoint temperature (“F)
U, mean daily wind speed (mph)

Hsn, net incoming shortwave radiation (Btu/ft2/day).
Short wave solar radiation data were previously shown in Figure IV-27. The Climatic

Atlas (U.S. Department of Commerce, 1968) contains compilations of dewpoint tempera-

ture and windspeed.  Figures IV-28 and IV-29 show these data for the months of July

and August, Figures IV-27 through IV-29 provide the user with all the data needed to

predict equilibrium temperature using the approach of Brady et al .

To find the equilibrium temperature the following equations are applied

sequentially:

COMPUTE ONCE

The wind speed function f(U) is found once from Equation IV-61. The dewpoint tem-

perature (Td) is a convenient starting choice as an initial guess of the equilib-
rium temperature. T can then be calculated from Equation IV-62; B from Equation

IV-63; K from Equation IV-64; and finally a new equilibrium temperature (Ei+l) from

Equation IV-65. If Ei and Ei+l differ by more than l“F, return to Equation IV-62 with
E i+l and repeat the procedure until convergence is attained (usually within 2 or 3

cycles).

Equilibrium Temperature Using Simplified Approach

Determine the average daily surface water equilibrium temperature for Little

Rock, Arkansas during the month of August. Based on Figures IV-27 through IV-29

the following data are found:

‘d = 68°F

u = 7 mph

H~n= (525)(3.7) = 1943 Btu/ft2/day
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FIGURE IV-28 MEAN DEWPOINT TEMPERATURE (°F) THROUGHOUT THE
UNITED STATES FOR JULY AND AUGUST (U.S. DEPART-
MENT OF COMMERCE, 1968)
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FIGURE IV-29 MEAN DAILY WIND SPEEDS (MPS) THROUGHOUT THE
UNITED STATES FOR JULY AND AUGUST (U.S. DEPARTMENT
OF COMMERCE, 1968)
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Assume as a first guess that E = Td
then:

f(u) = 70+ .7 (7)* = 104.

T = (Td+Td)/2  =68”
B = .62

= 68*F

K = 15.7 + (.62 + .26) (104) = 107.

E = 68 + 1943/107 = 86°F

For the second iteration:

T = (86 + 68)/2 = 77

B = 0.81

K = 127

E = 83.3*F
At the end of a third iteration E = 83.7”F,  so convergence has been attained by

three iterations.

As a comparison, the equilibrium temperature will also be calculated using

the longer approach. The required data are:

Ta = 80*F

‘d = 68°F
u =7.

H = 1943sn
sky cover = 0.5 (from climatic atlas)

A summary of the procedure is:

1. Han = 2958

‘R = 1943 + 2958 = 4901

2. SinceTd = 68*, e = 17.4

3. Choose E = Ta = 80*F

4. B = .881

C(B) = -37.6

5. f(u) = 70 + 0.7 (7)2 = 104

K = 15.7 + (0.26 + .881) (104) = 134

6. F(E) = 79.3

7.   E = .3(80) + .7 (79.3) = 80eF, after one pass.

Since the starting guess of 80”F is virtually identical with the calculated value

at step 7, a second iteration is not required. The two procedures predict equi-

librium temperatures which differ by about 4“F.
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To estimate the effects of shadinq, the incoming solar radiation should be

calculated first assuming no shading, but otherwise using existing meteorological

conditions for the time of the year of interest. The effects of shading should be

superimposed upon this result as a percent reduction. The following (Pluhowski,

1968) can serve as guidelines in estimating solar radiation reduction:

c O-25 percent reduction: shading generally restricted to early morning

and late afternoon.

l 25-50 percent reduction: some sunshine penetration in morning and

evening. Considerable sunshine between 1000 and 1400 hours.

o 50-75 percent reduction: very little sunshine penetration in morning or

late afternoon. Some sunshine between 1000 and 1400 hours.

o Greater than 75 percent reduction: very little penetration even at noon.

4.4.4 Screening of Thermal Discharges

4.4.4.1 Introduction

This section presents a set of procedures which can be used to determine whether

the thermal discharge at a proposed power plant site or the discharge from the

expansion of an existing site is likely to violate thermal standards. Procedures are

presented to test for contravention of the following types of standards:

o The AT Criterion: The increase in temperature of water passing through

the condenser must not exceed a specified maximum.

l The Maximum Discharge Temperature Criterion: The temperature of the

heated effluent must not exceed a specified maximum.

o The Thermal Block Criterion: The cross-sectional area of a river

occupied by temperatures greater than a specified value must not exceed
a specified percentage of the total area.

o The Surface Area Criterion: The surface area covered by isotherms

exceeding a specified temperature increment (above ambient) must not

exceed a specified maximum.

Actual values associated with the above standards vary by political jurisdiction.

Accordingly, regulations must be consulted.

The thermal discharge screening procedures are designed to address the following

questions:

o Is the power plant, as proposed, acceptable at the candidate location?

l What is the largest power plant that can be placed at the candidate

location? Equivalently, can an existing power plant at the candidate

location be expanded?

The methods do not analyze interactions among multiple powerplants

river. Such an analysis can be rather more complex. A report by Tetra
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FIGURE IV-30 IDEALIZATION OF A RUN-OF-THE-RIVER
POWER PLANT

addresses that question.

The methods developed to evaluate instream thermal criteria use heat balance

equations assuming a steady-state , well mixed system at low flow. The power plants

are assumed to employ once through cooling, as shown in Figure IV-30.
The selection of well mixed conditions appears to be justified. Studies by

Stefan and Gulliver (1978) on the Mississippi and Missouri Rivers have dealt with the

lateral mixing of thermal plumes which were released at the shoreline and were not

initially well mixed across the river. The investigators found that over a short

distance, thermal losses were negligible and that the well-mixed isotherm (the

isotherm that would result were the plume initially well-mixed laterally and ver-

tically) eventually extended across nearly the entire width of the river, albeit at

some distance downstream. This indicates that if the thermal block criterion is not

met for the well mixed case, it is not likely to be met for the shoreline discharge

either. A similar conclusion can be reached regarding the surface area constraint.

Thus, at this level of analysis, it is not necessary to consider the consequence of

incomplete lateral or vertical mixing adjacent to the shoreline discharge.

One simplification which can be used at the option of the user for the surface

area calculation should be mentioned. Surface water that is undisturbed by anthro-

pogenic influences (in a thermal sense) approaches the equilibrium temperature. This

temperature is dictated by natural meteorological conditions. Surface water tempera-

ture in rivers, especially during steady low-flow periods, can be near equilibrium.
In calculating the surface area occupied by isotherms exceeding a specified tempera-

ture, it is necessary to know the equilibrium temperature. However, since the

procedure for calculating equilibrium temperature is fairly complicated, considerable

savings in computational effort can be obtained by assuming the ambient water

is at its equilibrium temperature.

Some circumstances, in addition to anthropogenic influences, tend to produce

ambient temperatures different from equilibrium. For example:
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o Locally, large quantities of groundwater may discharge into the river

o Hypolimnionic releases from large reservoirs may occur nearby

o Snow melt may supply a substantial amount of inflow.

As a result of the first two influences, the stream water temperature may be

lower than equilibrium since the source of the water comprising the stream flow has

been shielded from the heating effect of solar radiation. Snow melt, although not

likely to influence the river’s thermal regime during the late summer, can be important

through spring and into early summer in areas where high-mountain snowpack exists

over most, or all, of the year.

The screening procedure that follows assumes the river water, once it has been

heated by the thermal plume, is above equilibrium. This means that the water tempera-

ture will then decrease in the downstream direction, which is generally, but not

always, true.

Table IV-27 shows the data needed to apply the thermal screening methods. The

symbols are defined in the table and suggested default values are given for variables

where appropriate. The variables are introduced in the table in the order they occur

in the screening procedure.

4.4

we 1

4.2 Evaluating the Thermal Block Criterion

The initial temperature elevation that results when the thermal plume becomes
mixed with the river water is given as:

ATM .*AT (IV-66)
r

‘c 3.414 x 106
:r +;Mwe l * “ —–KUU----”

(IV-67)

where

ATm = temperature elevation of the initially well mixed isotherm
(*F)

Qp = flowrate of cooling water (m3/s)

AT = Te -Tr (“F)

Te = temperature of heated effluent (“F)
Tr = temperature of river water upstream of power plant (“F).

All other terms are defined in Table IV-27.

To find ATm, Equation IV-67 is solved. IfATm is less than the thermal block temper-

ature increment (ATtb), the thermal block criterion is not contravened. Otherwise,
it is.
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TA8LE IV-27

DATA NEEDED FOR THERMAL DISCHARGE SCREENING

Variable Term Definition Default Value

MWe

‘P

‘c

Qr

P

Cp

ATtb

ATmax,

ATmax2

Te

(Te)max

ATmaxmin

(Qp)max

AT~a

v

d

E

K

Capacity of power plant in --
megawatts electric (bus bar)

Percent of total energy pro- new fossil fuel
duced that goes to electricity plants:38
production nuclear plants:32

Percent of total energy produced new fossil fuel
that is dissipated through the plants:48
cooling water nuclear plants:68

River.flow rate above power
‘3plant (m /s)

Mass density of water
(kg/ms)

Specific heat of water
(Btu/°F-kg)

Temperature rise in the river
cross section that constitutes
a thermal block (“F)

Maximum legal allowable tempera-
ture rise across the condenser (“F)

Maximum allowable temperature
rise across the condenser such
thatTe S (Te)max (“F)

Temperature of heated effluent (“F)

Maximum legal allowable tempera-
ture of heated effluent (“F !

The lesser of ATmaxl and
ATmax2 (“F)

The maximum allowable flow rate
through the cooling system
(m3/s)

The isotherm defining the boundary
of the surface area for which legal
limits have been established (’F f

~;;)velocity of the river

Mean hydraulic depth of river
reach under consideration (m)

Equilibrium temperature (“F)

in

Surface thermal transfer coeffi-
!?cient (Btu/d l “F l m )

7Q,0

1000

2.2

5

20

--

--

86

--

. 25Qr

4

--

--

--
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TABLE IV-27 (continued)

Variable Term Definition Default Value

A

Asa

w

Tra

‘t

Qt

Ta

Relative
humidity

u

H sn

Han

Surface are of river down to AT5a
?

--
isotherm (m )

Legal maximum surface area limit
~~~c~~~~$i~~~~~$sb~m$~e  ATsa - -

Average surface width of river --
down to AT5a isotherm (m)

River temperature just above where --
a tributary joins the mainstream
(°F)

Temperature of tributary (“F)

Flow rate of tributary (m3/s)

Air Temperature (“F)

--

Wind speed at 7 meters above
surface (m/s)

Net shortwave solar radiation
(Btu,m! . d)

Net long wave solar radiation --
(Btu/m2 . d)

--

--

--

--

--

4.4.4.3 Acceptability of the Temperature Rise Across the Condenser

and of the Temperature of the Heated Effluent

Whether these criteria are met or not depends on a number of factors, such as

the cooling water flow rate. Since the cooling

within a specified range, it is determined here

that the two above mentioned criteria are met.

The minimum acceptable flow rate such that

exceed their standards is as follows:

water flow rate can be designed to be

whether a feasible range exists such

both temperature criteria do not

e
(Qp)mjn =$” Mwe “ ‘-––”

D mJiTmaxmin
where

. ,

(Qp)min = minimum flow rate such that the two

criteria are not exceeded (m3/s).

3.414 x 106.—
3=

temperature

(IV-68)

By evaluating Equation IV-68 the minimum cooling water flow can be determined.
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As an example of how ATmaxmim is chosen, suppose the following conditions exist:

Maximum legal temperature rise across the condenser = 20”F

Maximum legal temperature of the heated effluent = 86°F

Ambient river temperature = 74*F.

From these conditions, ATmax2 (the allowable temperature increase across the condenser

such that the temperature of the effluent does not exceed the legal maximum) = 86°F -

74°F = 12°F. So Tmaxmin = minimum (20”F, 12”F) = 12*F, 12°F must be chosen, then,

as the maximal temperature rise across the condenser.

Once Equation IV-68 has been solved, the ratio of cooling water to river flow

should be checked so that the value is within acceptable limits.  Equation IV-66 can

be rewritten as:
ATm

$=_
r AT (IV-69)

Since ATm has been calculated from Equation IV-67 and AT has been calculated as

ATmaxmim, the flow rate fraction can be calculated from Equation IV-69. If this

fraction exceeds a certain percent (e.g., 25 percent or some user defined value),

then the cooling water flow rate is too large to be acceptable. If the flow rate

fraction is not excessive, the actual flow rate can be chosen so that:

(QP)min < QP ~ (Qp)max (IV-70)

where

(Qp)max  = maximum allowable cooling water flow rate (m3/s)

4.4.4.4 Evaluating the Surface Area Constraint

The evaluation of this criterion may require the user to perform considerably

more calculations than for any of the other prescreening criteria. The two major

complicating factors that are encountered are: 1. determining the river equilibrium
temperature, and 2. evaluating the effects of tributaries.

If it is the case thatATm does not exceed ATsa the surface area criterion

will not be contravened and no calculations have to be performed.’ IfATm exceeds

AT sa, the criterion might be exceeded. In this case it is necessary to determine

the distance from the location of the thermal discharge to the downstream location

of theATsa isotherm. This distance is given by:

()

T -E
X.!#!!ln ~

‘sa = 24 l 3600
Ml

(IV-71)
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where

Tsa = ATsa+T

Tw = ATW + Tr

Section 4.4.3 discusses procedures for predicting K and E. Once K and E are found,

can be determined from Equation IV-71. If one or more tributaries exist with

distance x~a, then x~a should be recalculated as discussed in Section 4.4.4.5.

The surface area included within this reach is:

A=x~a.W (IV-72)

where

A = surface area of the river from the point of thermal

discharge to Xsa (m2)

W = average river width in this reach (m).

If A < Asa then the surface area criterion is not contravened. Otherwise,

it is.

4.4.4.5 Evaluating the Effects of a Tributary in Mitigating Temperature Within

a Thermal Plume

Tributaries, when they join a river subjected to the influences of a thermal

plume, generally act to reduce the elevated river temperature. They may therefore

prevent the surface area constraint from being exceeded when it otherwise would.

Equation IV-71 assumes no tributaries exist throughout the reach defined

by Xsa. If it is found that Xsa > Xt (xt is defined below under Equation

IV-73) then it is necessary to examine the impact of the tributary flow on the

surface area constraint. This is

just above the location where the

equation:

done by computing the water temperature (“F)

tributary joins the mainstream using the following

T,< (h- E) qpcpv:’;: l 3600) + E

where

Tra = river temperature just upstream of tributary (“F)

‘t = distance from power plant discharge to tributary (m).
After the river has mixed with the tributary the new river temperature (“F) is

given by:

(IV-73)

()

TraQr + TtQt
Tr new = Qr+Qt

(IV-74)
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where

‘t = temperature of the tributary (“F)

Qt = flow rate of tributary (m3/s).

If:

(IV-75)

then this location marks the downstream location of theATsa isotherm and

the surface area A can be calculated using the distance Xsa as the distance

down to the tributary, Xt. Otherwise theATsa isotherm is located further

downstream. In this case Equation IV-71 is reapplied (first making appropriate

adjustments to V and d) where the initial temperature is (Tr)new (which was

Tm in Equation IV-71) and the final temperature is still Tsa. The distance Xsa is

determined by adding this additional distance to Xt.

4.4.4.6

One

Determining Whether the Thermal Block or the Surface Area Constraint

Is the More Limiting

of these two constraints may cause a greater limitation on power plant

size than the other. If ATtb <ATsa the thermal block constraint will

be more limiting, and there is no need to continue with the analysis in this part.

If, however, ATtb >ATSaS the surface area constraint may more limiting.

To determine if it is, findATm (call itATMsa ) using the following equation:

ATm~a = E +

where

H

-Kxsa
r sa -E exp zpVd l

)
24 “3600 - ‘r (IV-76)

T = AT~a + Trsa
(IV-77)

Asa‘sa = —
(IV-78)

H

If a tributary exists in the reach delineated by Xsa, recompute x~a as outlined

in Section 4.4.4.5.

IfATwwa <ATtbt. the surface area constraint is more restrictive, so

setATM =ATM$a. Otherwise setATm =ATtb.
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4.4.4.7 Determining the Maximum Plant Capacity

The maximum power plant capacity can be determined based upon the maximum

well mixed temperature elevation and the river flow rate. It is given by:

(MWe)max =>” PCP l (%AT)max 3600 (IV-79)
c 3.414 x 1G6

=!i.D~.*TQ 3600
ec P kmlr” (IV-80)

3.4.4x 106

By using Equation IV-80 and the maximum allowable ATM, the maximum capacity

can be found.

4.4.4.8 Readjusting the Maximum Cooling Water Flow Rate

If the minimum acceptable flow rate is greater than the maximum allowable,

the power plant size must be reduced. To do this, set:

Qp = (Qp)max

where

Qp = actual cooling water flow rate (m3/s)

(Qp)max = maximum allowable cooling water flow rate (m3/s).

ATm is recalculated by:

(Q )
ATM = ATmaxmin  ~

r

(IV-81)

(IV-82)

where

ATmaxmi n = AT calculated earlier.

(Note: the surface area and thermal block constraints are still met and need

not be recomputed.)

Estimating AT Across a Power Plant Heat Exchange Unit

Suppose the user wants to determine AT for the Hartford Electric Light

Ccxnpany’s South Meadow Stem Electric Power Plant (a fossil fuel plant) located on

the Connecticut River. Data available are (Jones et al ., 1975):

Capacity. . . . . . . . . . . . . . . . . .217 WM

Cooling water flow rate. . . . . . . . . . . 341 ft3/sec
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Waste heat discharged to cooling water . . . 422 MW

Since the waste heat being dissipated through the cooling water is known, AT

can be calculated directly using that value in conjunction with the known flow

rate. Assume, however, that the waste heat being discharged is not known. It can

be estimated from the plant capacity as follows. First, assume the plant effici-

ency is 33 percent. The rate at which fuel is burned when at capacity is then:

217 = 658 MW
.33

If 10 percent of the total energy is lost up the stacks, then approximately

58 percent is dissipated through the cooling water, or:

658 (.58) = 382 MW

Compared with the known 422 MW of heat discharged to the cooling water, the

above calculation would underestimate AT.

AT is calculated by:

*T . thermal loading rate tO cooli~water in megaWattS  ~
YCPQO

(’=)(%k.)(3.414) 10 hr/Mw

‘iere
Yc = 62.4 BTU/ft3/OF

Q. = flow rate, ft3/sec.

Substituting the appropriate values into the above equation,  it is found that 

(using the known thermal loading to the cooling water):

(IV-83)

—Hi%%-w’= = ‘880’
AT = (422)

Equation IV-83 is not feasible to use when the thermal loading rate to the

cooling water is unknown. As an alternative approach, the following expres-

sion can be employed:

where

‘P

ec

e
AT=-~-XM!le”~o 3.414 x 106

QO ep P
3600

(IV-84)

= percent of total energy produced that is transmitted as
electricity. For new fossil fuel plants: 38 percent; for

nuclear plants: 32 percent

= percent of total energy produced that is dissipated through

cooling water. For new fossil

nuclear plants: 68 percent
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MWe = capacity of power plant in megawatts electric.

Equation IV-84 predicts that AT is:

1 58 1_ . ~{14 106
m“z “2’7 62.4

—— = ]7,50F
3600

AT is only about l°F less than predicted by Equation IV-83.

4.4.5 Longitudinal Temperature Variation

If the temperature at a particular location in a river is known, the steady-state

temperature distribution downstream from that point can be estimated by:

‘= ‘“p (-”::p~:x)

T-E
TM-E (IV-85)

where

Tm = temperature at x = O, “F

T = stream temperature at a distance x, where x is measured in miles

E = equilibrium temperature, “F

K = thermal transfer coefficient, 8TU/ft2/day/OF

u = stream velocity, ft/sec

d = stream depth, feet

P = water density, lb/ft3

Cp = heat capacity of water, 8TU/lb/°F (pCp = 62.4 BTU/ft3/”F).
An important fact is revealed upon inspection of Equation IV-85. Suppose

that a thermal discharge heats the ambient water to a temperature Tm, but

Tm is less than the instantaneous equilibrium temperature E. In that instance

the stream temperature will continue to rise exponentially downstream, approaching

E. The rate at which T approaches E is dependent on the thermal transfer coeffic-

ient, as well as stream velocity and depth. Equation IV-66 is graphically illus-
trated in Figure IV-31.

Use of Figure IV-31

Suppose an average daily thermal transfer coefficient, K, of 200 8TU/ft2/day

has been calculated. The river of interest has an initial temperature “excess”
(i.e., Tm-E > o). How far downstream will that excess be 50 percent of the
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FIGURE IV-31 DOWNSTREAM TEMPERATURE PROFILE FOR COMPLETELY
MIXED STREAM, T-E/TM-E vs. r (FROM EDINGER,
1965)

original? Other stream data:

U = .5 fps

d = 4 feet

pcp = 62.4 BTU/ft3/”F
From Figure IV-31, r is to be found such that:

T-E-.5
Tm- E

The correct r equals 0.68. Solving for x in terms of r it is found:
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roC dU
+=

(0.68) (62.4) (4) (.5)(24)(3600)~.
200

= 3.6 X104 ‘eet = 6.9 miles

The associated travel time isT = 3“60~ 104 X* hr = 20,4 h~~rs

4.4.6 Diurnal Temperature Variation

Although it is beyond the scope of this report to analyze diurnal stream temper-

ature variations, a few brief statements should be made. Diurnal stream temperature

variations on Long Island, New York, were mentioned in Section 4.4.1. Documentation of

large diurnal temperature variations is not limited to New York. For example, studies

in Oregon (Brown, 1969), Hawaii (Hathaway, 1978) and California have revealed that

solar radiation entering shallow streams and rivers produces a significant difference

between maximum and minimum daily temperatures. Figure IV-32 shows one such example on

the Santa Ana River near Mentone, California. The water temperature varied by 17°F

over a period of 24 hours. One significant effect of the temperature variation is its

effect on dissolved oxygen levels. Figure IV-33 shows the measured dissolved oxygen

concentrations and predicted saturation levels over the same time period at the same

location on the Santa Ana River. The dissolved oxygen concentrations ranged from a

high of 9.2mg/l to a low of 8.Omg/l. The variations were caused predominantly by the

temperature changes. This illustrates several points:

o Temperature data concomitant with dissolved oxygen data might be

needed to properly interpret the cause of dissolved oxygen variations in

shallow rivers receiving large amounts of solar radiation
@ Removing riparian vegetation around shallow rivers tends to increase the

daily maximum temperature and decrease the daily minimum temperature

o Impacts on the dissolved oxygen levels and indigenous biota can be

significant.

4.4.7 Low Flow and Temperature

Evidence has previously been cited in this chapter to show that in many parts of

the country high temperature conditions are concomitant with low flow. The planner

needs to be able to quantify better the nebulous term “low flow” to fruitfully use

this concept as a planning tool. For example,

the low flow condition of this year. What are
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FIGURE IV-32 MEASURED AIR AND WATER TEMPERATURES FOR
THE SANTA ANA RIVER NEAR MENTONE, CALIFORNIA,
IN JUNE 1979.

exceeded in the future? If they are high, then any decision (e.g. at particular
level of waste abatement at a sewage treatment plant) based on the observed conditions

could have unexpected deleterious results at a future time. It is paramount then, to

predict how often flow will fall below a specified rate.
Two measures or indices of low flow that have been found useful are flow

duration and low-flow frequency. Although it is beyond the scope of this report to

explain in detail how to develop these measures, examples of each will be presented
that explain their utility. The majority of the material in this section is from

Cragwall (1966) who provides a discussion on low flow, and cites additional references.

Many texts on engineering hydrology (e.g., Linsley et al., 1958) also discuss low.—
flow . Figure IV-34 shows a flow duration curve for the Hatchie River at Bolivar,

Tennessee. The vertical axis is the daily discharge and the horizontal is the

percent of time a flow is equaled or exceeded. For example, 95 percent of the time

from 1930-58 the flow exceeded 177 cfs. It can also be assumed that this flow (177

cfs) will probably be exceeded 95 percent of the time in other years. Thus this

concept offers one means by which to quantify “low flow”.
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FIGURE IV-33 MEASURED DISSOLVED OXYGEN CONCENTRATION
AND PREDICTED SATURATION CONCENTRATION FOR
THE SANTA ANA RIVER NEAR MENTONE,  CALIFORNIA,
IN JUNE 1979.

A second concept is the low flow frequency curve, illustrated in Figure IV-35.

This depicts the relationship between discharge and recurrence interval of different

duration flows. For example the 7 day mean flow of 100 cfs can be expected to occur

once each 19 years. Stated another way, since probability is the reciprocal of

recurrence interval, in any one year there is about a 5 percent probability that a

seven day mean flow of less than 100 cfs will occur. A commonly used flow for

analyses is the 7 day mean flow at a recurrence interval of 10 years, or 7Q1O.

4.4.8 Interrelationships Between Temperature Prediction Tools

The three major temperature prediction tools presented in Section 4.4 are:

l Water temperature alterations caused by a power plant

o Equilibrium temperature

l Longitudinal river temperature profile.
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FIGURE IV-34 FLOW DURATION CURVE, HATCHIE RIVER AT
BOLIVAR, TENN. (FROM CRAGWALL, 1966)

Figure IV-36 shows three river temperature profiles which illustrate how these

tools can be used jointly. Curve A represents a temperature profile of a river

where a power plant is located a distance D below some reference point. The tempera-

ture on the river above the power plant is T2which is slightly below the equi-

librium temperature. Due to the thermal discharge from the power plant, the river’s
temperature is increased to T4, above the equilibrium temperature. Below the
mixing zone area, the water temperature gradually decreases toward equilibrium, as

the excess heat is dissipated into the atmosphere.

Curve B illustrates the temperature profile of a river whose water comes

predominantly from the hypolimnion of a reservoir. While in the reservoir the

water is insolated from the solar radiation, so the temperature is below the equi-

librium temperature. As the water is withdrawn from the reservoir and begins to flow

downstream, its temperature increases due to solar radiation and atmospheric heating.
The temperature tends to approach the same equilibrium temperature (the two rivers

are assumed to be in the same geographic area).

Curve C shows the temperature profile of river B which now has a power plant,
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FIGURE IV-35 FREQUENCY OF LOWEST MEAN DISCHARGES OF
INDICATED DURATION, HATCHIE RIVER AT
BOLIVAR, TENN. (FROM CRAGWALL, 1966)

similar to the one on river A, discharging Into it. If the flow rates of the two

rivers are the same, so is the initial temperature increase (i.e., T3 - TI =

‘4 - T2)4 However, the temperature of the river continues to increase,
in contrast to profile A, because T3 is less than E. This illustrates an

unusual, but entirely possible, situation where river temperature continues to

increase below a thermal discharge.

4.5 NUTRIENTS AND EUTROPHICATION POTENTIAL

4.5.1 Introduction

Within the past decade the elements most often responsible for accelerat-

ing eutrophication - nitrogen and phosphorus - have shown generally increasing

levels in rivers (EPA, 1974). Median concentrations increased in the period from

1968 to 1972 over the period from 1963 to 1967 in 82 percent of the reaches sampled

for total phosphorus, 74 percent for nitrate, and 56 percent for total phosphate.

These increasing concentrations afford more favorable conditions for eutrophic.

tion, although many rivers with high nutrient levels do not have algal blooms. Algal
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FIGURE IV-36 THREE RIVER TEMPERATURE PROFILES

growth can be inhibited in numerous ways. For example, turbidity can decrease light

transmittance through water and effectively stop growth. Decreasing turbidity could,

however, have a deleterious side effect of promoting excessive algal growth, unless

stream nutrient levels are concurrently decreased. High water velocity can also

prevent algae from reaching bloom proportions before they are carried out of the

river system. The eutrophication problem, then, is transferred to the water body into

which the river empties.

4.5.2 Basic Theory

Stumm and Morgan (1970) have proposed a representation for the stoichiometry of

algal growth:

106C02 + 16NOj + HP042- + 122H20 + 18H+(+ trace

II

elements; energy)

PR

O]N P~+13802{c,o#2& ,,0 ,6,

(IV-86)

algal protoplasm
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where

P = photosyntehsis

R = respiration.

Observe that in the algal protoplasm the ratio of C:N:P is:

C:N:P = 106:16:1, by atomic ratios (IV-87)

C:N:P = 41:7:1, by weight ratios (IV-88)

From the above two equations it can be inferred that only small amounts of

phosphorus are needed to support algal growth in relation to the amounts of carbon

and nitrogen required. If phosphorus is not present in the amount required for algal

growth then algal production will be curtailed, regardless of how much of the other

nutrients is available. Phosphorus is then termed growth limiting. It is possible

for other elements, particularly nitrogen, and occasionally carbon or trace metals,

to be growth limiting as well (Stumm and Stumm-Zol linger, 1972).

Nitrogen uptake by algae is generally in the nitrate form if nitrate is available,

However, different types of fresh water algae can utilize either organic nitrogen or

inorganic nitrogen in the form of ammonia, depending on which is available (Strom and

Stmm-Zollinger, 1972). Algae typically require phosphorus in an inorganic form,

usually as orthophosphate ion (Kormondy, 1969).

Some indication of whether nitrogen or phosphorus is growth limiting may be made

by determining the weight ratio of the appropriate forms of nitrogen and phosphorus

found in a river, and comparing that with the stoichiometric ratio required for

growth. This gives an idea regarding the nutrient on which control efforts should

focus. Specifically, let:

R.=
[OP04-P]

(IV-89)

where

[TN] = concentration of total nitogren in river, mg-N/l

[OP04-P] = concentration of orthophosphate, mg-P/l.
If R>1O, phosphorus is more likely to limit than N.

If R<5, nitrogen is more likely limiting than P.

If 5<R<1O, a determination cannot be made.

Since the N:P ratio in algal biomass can vary from species to species, this makes the

determination of the limiting nutrient somewhat uncertain, and leads to the indetermi-

nation range of 5<R<1O. If local data include an inventory of algal species present,

then the N:P ratio of the known species should be used in lieu of Equation IV-88.
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Both Lehman, et al. (1975) and Lund (1965) provide specific algal data as well as

further discussions.

The following table (Table IV-28) shows an approximate relationship between

total nitrogen and total phosphorus concentrations and the potential algal biomass

that can result. Both nitrogen and phosphorus must be present in the amounts shown

for the resultant growth to occur.

TABLE IV-28

EUTROPHICATION POTENTIAL AS A
FUNCTION OF NUTRIENT CONCENTRATIONS

Dry Algal Cells
(mg-P/l ) (mg-N/l) (mg/l) Significance

0.013 0.092 1.45 Problem threshold

0.13 0.92 14.5 Problem likely to exist

1.3 9.2 745.0 Severe problems possible

4.5.3 Estimating Instream Nutrient Concentrations

Because of the transformations that occur among the different nitogren and

phosphorus compounds it is not possible to conveniently track any particular form of

nitrogen or phosphorus through a stretch of river. However, if total nitrogen and

total phosphorus can be considered conservative, a mass balance approach can be

easily formulated for these constituents. In reality this assumption may not be met

for a variety of reasons.

For example, algae utilize nutrients, die, and settle to the bottom. Although

there is a recycling of algal cell-bound nutrients, the settling rate may surpass the

rate of recycling. Assuming total nitrogen and total phosphorus to be conservative

should give an estimate of the upper limit of the instream concentrations of these

nutrients.

The instream concentration of total nitorgen (TN) or total phosphorus (TP)

resulting from a point discharge is (formulas will be presented for TN only; those

for TP are exactly analogous):

TNUQU + TNWQW
TNO =

Q + Q

‘No =%

(IV-90a)

(IV-90b)
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where

TNU = instream TN upstream of discharge, mg-N/l

TNW = concentration of TN in point discharge, mg-N/l

Qu = flow in river upstream of point discharge, cfs

Qw = flow rate of point discharge, cfs

TNO = resulting instream TN concentration, mg-N/l

‘P
= loading rate of point source, lb/day.

The expression for TNO is given by either Equation IV-91A or IV-91B. The

appropriate form to use will depend on the form of the available data.

To determine the instream concentration of total nitrogen due to a distributed

discharge, use:

TNO +“$ (TNr
(IV-91a)

TN = - TNO)

or

‘NOQO + Wx7N’— .A -
(IV-91b)

Q !).38

where

TNr = TN entering with the distributed

TNO = instream TN at x = O, mg-N/l

u

flow, mg-N/l

x = distance downstream from the point source discharge

Q = stream flow rate at x, cfs

Q. = stream flow rate at x = O, cfs

AQ = incremental flow increase per unit distance, cfs/mile

w= mass flux of TN entering the stream through the distributed source,

lb/day/mile.

The choice of whether to use Equation IV-91a of IV-91b depends on the available

data. Based on the approach detailed in Chapter III, the mass flux of nutrient

entering the stream (in units of lb/day/mile) can be generated. When this approach

is used, then Equation IV-91b is applicable.

To use Equation IV-91a the concentration of pollutant from the nonpoint source

has to be known. This can be accomplished using the approach of Omernik (1977).

Nonpoint source nitrogen and phosphorus concentrations are predicted as fractions of

land use type or based on color coded maps if land use categories are not known. The

data used to predict nitrogen and phosphorus concentrations were generated in a

National Eutrophication Survey (NES) program wherein a nationwide network of 928

nonpoint-source watersheds were monitored. This method accounts for only the nonpoint

source contribution. Consequently, if point source exist within the watershed,

contributions must be included as well in order to accurately predict instream

concentrations.
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Table IV-29 summarizes the predictive formulas developed by Omernik for total

phosphorus, orthophosphorus, total nitrogen, and inorganic nitrogen. The formulas

are regionalized by eastern, central, and western United States. Agricultural, urban,

and forested lands comprise the independent variables in the formulas.

Omernik’s analysis of the NES data indicates that:

@ Streams draining agricultural watersheds had considerably higher

nutrient concentrations than those draining forested watersheds.

l Nutrient concentrations were generally directly proportional to the

percent of the land in agriculture and inversely proportional to the

percent of land in forest.

l Mean concentrations of total phosphorus and total nitrogen were nearly

nine times greater in streams draining agricultural lands than in

streams draining forested lands.

l Mean phosphorus concentrations in streams draining forested watersheds

in the west were generally twice as high as those in the east.

l Total and inorganic nitrogen in streams draining agricultural watersheds

were considerably higher in the heart of the corn belt than elsewhere.

As an alternative to the equations shown in Table IV-29, Omernik provides

three colored maps of nonpoint source related concentrations of nutrients in streams.

They can be used where detailed information necessary for more accurate prediction is

unavailable.

4.5.4 Nutrient Accounting System

It may be desirable to determine the impact of each nutrient source on the

total instream concentration in order to distinguish among the major sources.

An accounting procedure utilizing Equations IV-90 and IV-91 can be developed to

do this. The following steps outline the procedure.

1. Segment River. Divide the river into major segments. These segment

divisions may reflect waste loading distributions or another convenient

division scheme chosen at the discretion of the planner. The segments

are not necessarily the same as the reaches that have previously been

discussed (see Section 4.1). The delineation of reaches as described

earlier is based upon lengths of river having uniform hydraulic conditions.

Segments, as used here, are purely a convenient subdivision of the river.

2. Quantify and Locate Sources of Nutrients. The quantification of point,

nonpoint, and natural sources on the mainstem and tributaries should be

accomplished using the best available data. Tabulation can be performed

for each different season to reflect the discharge pattern characteristic

of each season. The quantification

total phosphorus. Tabulate data in
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TABLE IV-29

REGIONAL STREAM NUTRIENT CONCENTRATION PREDICTIVE MODELS

Nutrient Form Model ,
Region Error

Total phosphorus

East Log10 (PCONC)

Central Log10 (PCONC)

West tOglb (PCONC)

Correlation Coefficient and Multiplicative Standard

= -1.8364 + 0.00971 (% agric + % urb)

r= 0.74, f = 1.85

=-1.5697 + 0.00811 (% agric + % urb) -0.002312 (% for)

r = 0.70, f = 2.05

=-1.1504 + 0.00460 (%agric + %urb) -0.00632 (% for)

r = 0.70, f = 1.91

Orthophosphorus

East Log,. (OPCONC) = -2.2219 + 0.00934 (% agric + % urb)

r= 0.73, f = 1.86

Central Log,. (OPCONC) = -2.0815 + 0.00868 (% agric + % urb)

r = 0.63, f = 2.05

West Log,. (OPCONC) = -1.5513 + 0.00510 (% agric + % urb) -0.00476 (% for)

r = 0.64, f = 1.91

Total nitrogen

East Log,. (NCONC) = -0.08557 + 0.00716 (% agric + % urb) -0.00227 (% for)

r = 0.85, f= 1.51

Central Loglo (NCONC) = -0.01609 + 0.00399 (% agric + % urb) -0.00306 (% for)

r = O.77, f = 1.50

West Loglo (NCONC) = -0,03665 + 0.00425 (% agric + % urb) -0.00376 (% for)

r = 0.61, f = l.75

Inorganic nitrogen

East Log)o (INCONC) =-0.3479 + 0.00858 (% agric + % urb) -0.00584 (% for)

r = O.84, f = 1.93

Central Log,. (INCONC) = -0.5219 + 0.00482

r = 0.71,f = 2.06

West Loglo (INCONC) = -0.6339 + 0.00789

(% agric + % urb) -0.00572 (% for)

(% agric + % urb) -0.00657 (% for)

r = 0.65, f = 2.45

From: Omernik (1977)
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Characterize the location of the nutrient sources by river mile. For

nonpoint sources characterize by river mile at both the beginning

and end of the source.

3. Perform Mass-Balance. Sum the known sources to determine the total

nutrient loading to each segment. Then make the following comparisons:

a. Compare the total loading with the nutrient input from the mainstem

at the upstream end of the segment. This direct comparison permits

an assessment of the collective impact of the nutrient sources

entering a segment and the upstream contribution of the mainstem.

b. Perform an intersource comparison to ascertain the relative impact

of each nutrient source. Express the results for each source as a

percent of the total loading.

When a tributary has a high percent contribution steps 1 through 3 can be

repeated for the tributary itself to track the sources of the nutrients.

Apply Equations IV-90 and IV-91 to each reach within the segment to determine

the instream nutrient concentration throughout the segment. Once this is done that

step can be repeated for the next reach.

By applying this analysis one can determine the relative impact of any discharge,

determined jointly by the flux of the nutrient and the discharge location. Section

4.1.10 provided a detailed example problem which illustrates the procedure. A brief

example also follows.

Computing Total Nitrogen Distribution

This example illustrates the use of Equations IV-90b and IV-91b in calculating

the total nitrogen distribution in a river. Suppose the user has been able to

estimate the point and nonpoint loading of total nitrogen in a river as shown in

Table IV-30.
If these loading rates are estimated over a year, then the flow rates used

should also be average annual flows. To compute the concentration at mile

O, Equation IV-90b can be used:

(0)(QU) +&
TNO =~= 0“25mg-N”

.
where the following conversions were used:

1 MGD = 1.55 cfs

1 mg/l = 8.34 lb/MG

To determine the concentration at milepoint 9.99, use Equation IV-91b:
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TABLE IV-30

TOTAL NITROGEN DISTRIBUTION IN A RIVER IN
RESPONSE TO POINT AND NON-POINT SOURCE LOADING

River TN TN Q TN Concen-
Reach Mile- Added* Cumulative Cumulative tration
Number Point (lbs/day) (lbs/day) (cfs) (mg-N/l)

1 0

9.99

2 10.0

14.99

3 15.0

20.99

4 21.0

26.0

400 L

500 D

o

700 D

800 L

650 D

o

900 D

400

900

900

1,600

2,400

3,050

3,050

3,950

300

400

400

600

700

900

900

1,000

0.25

0.42

0.42

0.50

0.64

0.62

0.62

0.73

*"L" indicates a localized or point source. “D” indicates a diffuse

or non-point source whose range of input is over the entire reach.

500
TN= (0.25)## + ~. = 0.42mg-N/l

m

Note that wx in Equation IV-91 is the 500 lb/day shown in Table IV-30. By

reapplying these two basic equations for each reach the user can work downstream

through the four reaches. Also note that the total nitrogen concentration has

decreased slightly through reach 3, even though more TN has been added. This is

because the incoming flow has served to lower the concentration by dilution.

4.6 TOTAL COLIFORM BACTERIA

4.6.1 Introduction

Total colifomn bacteria are considered an indicator of the presence of pathogenic

organisms, and as such relate to the potential for public health problems. Allowable

levels of total coliform bacteria in rivers vary from state to state and according to

the water use description characterizing the particular river segment. For example,

in Montana (Montana State Dept. of Health and Environmental Sciences, 1973) the raw
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water supply may not have more than an average of 50 MPN/100 ml* total coliforms if

it is to be used as a potable water supply following simple disinfection. In water

suitable for bathing, swimming and recreation, as well as growth and marginal propa-

gation of salmonid fishes, an average of 1,000MPN/100 ml is allowable.

Concentrations of total coliforms vary with the season of the year. Often

the heaviest loadings occur during the summer months, but this impact is somewhat

offset due to the more rapid die-off at higher temperatures and more intense solar

radiation. In the Willamette River (Figure IV-37), for example, the highest counts

of 1971-72 were actually observed from November through May (EPA, 1974).

Treated municipal sewage comprises a major source of coliform pollution.

Urban stormwater runoff can also be significant, especially through combined sewer

outflows. Rural storm water runoff transports significant fecal contamination from

livestock pastures, poultry and pig feeding pens, and feedlots. Wildlife both within

refuges and in the wilds can contribute as well. For guidance in the interpretation

of preliminary coliform analyses, Table IV-31 can be used.

4.6.2 Mass Balance for Total Coliforms

The mass balance equations applicable to total coliform organisms are exactly

analogous to Equations IV-18, IV-21, and IV-23A and IV-23B, since first order decay

is used for both. For purposes of hand computations, the following decay coefficient

is acceptable:

where

ktc =
T=

Those equations

ktc
= 1.0+0.02 (T-20) (IV-92)

decay coefficient for total coliforms, l/day

water temperature, ‘C.

with the widest applicability are listed below. For a point source

of coliforms:

(IV-93)

*MPN means “Most Probable Number”. Coliform organisms are not counted individually,
but their densities are statistically determined and the results stated as MPN/100
ml .
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FIGURE IV-37 TOTAL COLIFORM PROFILES FOR THE  WILLAMETTE RIVER (EPA, 1974)

TABLE IV-31

TOTAL COLIFORM ANALYSIS (EPA, 1976)

If the Calculated Probability of
Concentration is: a Coliform Problem

Less than 100/100 ml Improbable
Less than 1,000/100 ml Possible
More than 1,000/100 ml Probable
More than 10,000/100 ml Highly Probable



For both point and distributed sources of coliforms:

3+ [,/+)($ ‘tc
TC = Etc (IV-94)

For a change in coliform concentration due to a point source modification:

(IV-95a)

(IV-95b)

where

TC = total coliform concentration, MPN/100 ml

TCO = initial total coliform concentration, MPN/100 ml
t.
‘tcJtc = ~
o

TC r = total coliform level in distributed flow, MPN/100 ml

ktcAo + A
‘tc =

‘Q

Because of the potential variability in coliform loadings, seasonal analyses may

be warranted. Typically the summer months are of primary concern because loadings

often increase during this time period and water contact recreation is at its maximum.

Major storm events may also be of interest, because of the large coliform loading

that may be associated with them.

Estimating the Change in Total Coliform Levels

in Response to a Waste Loading Change

Compare the change in total coliform levels, ATC, produced by a change

ATCO at a given location in a river. Further, determine how this change
is affected by a distributed flow entering the river. Relevant data for the

river are as follows:

U. = 1 fps
T = 20”C

Q. = 500 cfs

Qf = 800 cfs
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‘L = 10 miles
ktc = 1.O/day at 20” C

First the computations will be performed assuming no distributed flow. Equation

IV-95A is then applicable. Computing the expondent jtcx (at a flow distance

of 10 miles):

(l.O) (lo) (5280)
jtcx = (24) (3600) (1)

so

= 0.611

Am=
ATCO exp (-.611) = 0.54

or

ATC = 0.54 ATCO

For example if6TCo = -1,000 MPN/100 0ml thenATC = -540 MPN/100 ml (negative

ATCO indicates that the coliform level has decreased from what it previously

was).

Now suppose the distributed flow of 300 cfs is included in the computa-

tion. Then: ktcAo + A
‘tc =

‘Q
A. = Qo/Uo = 500/1 = 500ft2

300
‘Q = 10(5280) = 0.0057 ft2/sec

(1.0) (500)
‘tc =~24 36

= 2.02

Then

ATC ~oo 2.02

()W ‘ “—-800 = 0.39

or

ATC = 0.39 ATCO

For ATCo = 1,000MPN/100nml,ATC  = -390 MPN/100 ml.

Note that this decrease is 150 MPN/100 ml less than if no distributed flow

existed.

To determine the absolute total coliform level, simply add to the original

level the resulting change caused by the waste loading modification.
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4.7 CONSERVATIVE CONSTITUENTS

4.7.1 Introduction

Conservative constituents are those which are not reactive and remain either in

solution or in suspension. They are advected through the water column at the velocity

of the river with no loss of mass. The analysis of nutrients, already discussed in

this report, was performed assuming they acted conservatively. Other substances,

such as salinity, can also be considered as conservative. Chapter 3 contains informa-

tion on salinity in irrigation return flow for many rivers with salinity problems.

4.7.2 Mass Balance for Conservative Constituents

Two simple mass balance equations are sufficient for analyzing conservative

constituents. The first relates the instream

loading:

‘UQU + 1/5.38

‘=~

concentration due to a point source

(IV-96)

where

S = resulting pollutant concentration, mg/l

Su = upstream concentration, mg/l

Qu = upstream flow rate, cfs

% = point source flow rate, cfs

w = loading rate of pollutants, lb/day.

When a distributed flow is present along some length of the river, then the distribu-

tion of the conservative pollutant is given by:

SOQO Wx
s=— — (IV-97)

Q+ 5.38 Q

where

w = distributed loading rate, lb/day/mi

x = distance downstream, miles

so = initial concentration (at x = O), mg/l.

So in Equation IV-97 is identical with S in Equation IV-96.
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Calculating Salinity Distribution in a River

Salinity problems are receiving increased attention in the western United

States, particularly relating to the economic issues in the Colorado River Basin

and international compacts with Mexico. In the Colorado River high salinity

levels in the lower reaches adversely affect nearly twelve million people and

approximately one million acres of fertile irrigated farmland (Bessler and Maletic,

1975). The salinity now averages approximately 865 mg/l at Imperial Dam and is

projected to be 1,160 mg/l or more by the year 2000, unless firm control actions

are taken.

Consider the river shown in Figure IV-38. Predict the salinity distribution

based on the inflows and withdrawals shown. Assume the data are averaged over a

period of a year. These data, along with the salinity concentrations at different

river mileposts are shown in Table IV-32.

To calculate S (salinity at milepoint 100) use Equation IV-96:

s = 0.500+ (2x106) (1.55/8.34)

= 186 mg/l

At milepost 199.9, Equation IV-97 is appropriate and S is given by:

s . (186) o~ooo) + (4x106) (1.55/8.34)
5000

= 223 mg/l

Q=3000cfs Q=5000cfs

,:=.!$%[:y.h%;iq;:~!

Q=1500cfs
W=2xl@lb/day

Q=3000cfs
W=8xlC$$b/day

Q=2000cfs
Q= 1000cfs W=20xl@lb/day

0 100 200 300 400 500 600 700 750

RIVER MILES

FIGURE IV-38 SALINITY DISTRIBUTION IN A HYPOTHETICAL RIVER
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TABLE IV-32

SALINITY DISTRIBUTION IN A HYPOTHETICAL RIVER

River Salinity Salinity Q Salinity
Reach Mile Added* Cumulative Cumulative Concentration
Number Point (lbs/day) (lbs/day) (cfs) (mg/l)

1 0 0 500 0
99°9

06 06 500 0
2 100 2)(106 L 2X1 06 2000 186

199.9 4x1O D 6x1 06 5000 223
3 200 0 6x1 06 5000 223

279.9 0 6x1O 5000 223
4 280 -1.2x106  L 4.8x1O: 4000 223

359.9 0 4.8x106 4000 223
5 360 06 D 4.8x1O 4000 223

449.9 25x1 O 29.8x1O: 9000 615
6 450 0 29.8x106 9000 615

499.9 06 29.8x106 9000 615
7 500 810 L 37.8x106 12000 585

524.9 0 37.8x106 12000 585
8 525 -7.9x106  L 29.9x106 9500 585

599.9
-4 ;X106 L

29.9x106 9500 585
9 600 25.2x106 8000 585

649.9 “o 25.2x106 8000 585
10 650 06 25.2x106 8000 585

750 2OX1O D 45.2X1O 10000 840

*'L' indicates a localized or point source at the milepoint shown in
the same row.
‘D’ indicates a diffuse or non-point source ending at the milepoint
shown in the same row and beginning at the milepoint in the above row.

At milepoint 280, 1,000 cfs of flow leaves the mainstem (perhaps for irrigation

purposes). The concentration of salinity in this flow is the same as that in the

mainstem. So the mass rate of withdrawal is:

W = ‘=(223 X 1000).
= -1.2 x 106 lb/day

A negative sign is used to signify a withdrawal. Completing the remainder

of the table is solely a matter of reapplying these basic concepts.

4.8 SEDIMENTATION

4.8.1 Introduction

One of the more difficult classes of hydraulic engineering problems associated
with rivers involves the erosion, transportation , and deposition of sediment. Sedi-
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mentation is important economically, particularly relating to filling of reservoirs

and harbors, and to maintaining channel navigability and stability. Table IV-2,

located in Section 4.1, documents some suspended solids problems encountered in eight

major U.S. waterways.

The sediment load carried in a river can be divided into two components: the

bed material load and the wash load. The bed material load is composed of those

solid particles represented in the bed. The transport of this material is accomp-
lished both along the bed (bed load) and suspended within the water (suspended load).

Although there is no sharp demarcation delineating bed load from suspended load, many

researchers have developed individual expressions for each transport component. The

total bed material load is the sum of the bed load and the suspended load. Other

researchers have developed a unified theory from which the total bed material load

can be predicted from a single expression.
The wash load is usually produced through land erosion, rather than channel

scour. Wash load is composed of grain sizes finer than found in the bed material.

It readily remains in suspension and is washed out of the river without being depos-

ited. A definite relationship between the hydraulic properties of a river and the

wash load capacity apparently does not exist, making it difficult to advance an

analytical method for washload prediction (Graf, 1971). Not all the erodible mater-

ial entering a stream is transported as wash load, but a large portion may become

part of the bed material and be transported as bed material load.

Figure IV-39 provides a graphical illustration of the difference between wash

load and bed material load. For a particular flow condition in a particular river,

the river has the capacity to transport a certain quantity of sediment (qs) which

generally decreases as particle size increases. At some large particle size the

river cannot exert enough force to transport particles of that size or larger. This

situation would occur at some point to the right of point D on curve COD. This same

river might be supplied with sediment at a rate AOB, which is unrelated to transport

capacity.

To the left of point O the river is transporting all the material of that size

range being supplied to it. Sediment having diameters less than d* are classified as

wash load, because the amount being transported is supply limited, and not transport

limited. To the right of point O, supply exceeds transport capacity. The amount

given by the curve OD is transported, and the difference in OB and OD is deposited in

the stream bed. The methods to be presented in the following sections are generally

concerned with predicting curve OD (i.e. the bed material load), although Section

4.8.2 does provide a brief description of how to estimate long-term sediment supply

rates.

As a guide in evaluating whether a river is carrying a significant quantity

of suspended sediment, Table IV-33 can be consulted. 100 mg/l is the delinea-
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FIGURE IV-39 DIVISION BETWEEN WASH LOAD AND BED MATERIAL
LOAD (FROM: COLORADO STATE UNIVERSITY, 1979)

TABLE IV-33

RELATIONSHIP OF TOTAL SUSPENDED SEDIMENT CONCENTRATION
TO PROBLEM POTENTIAL (AFTER EPA, 1976)

If Calculated Probability of
Concentration is: a Problem

Less than 10 mg/l Improbable

Less than 100 mg/l Potential

More than 100 mg/l Probable
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tion between a potential and probable problem. In a table previously introduced

(Table IV-l), a reference level of 80 mg/l was set for protection of aquatic life.

4.8.2 Long-Term Sediment Loading from Runoff

The procedures outlined in Chapter 3 will permit an assessment of the sediment

loading to a river on a long-term basis. When using those procedures care should be

taken to incorporate the entire drainage area of the watershed. As an estimate, the

loading can be assumed conservative (i.e. all sediment that comes into the river will

be washed out of the river over an extended time period). Under that assumption the

procedure outlined in Section 4.7 can be utilized for an estimate of average yearly

suspended solids concentrations at locations throughout the river system. This

result should be interpreted as an indicator of the impact of the runoff on sediment

loads within a river and not as actual suspended solids concentrations. Not all of

the incoming sediment will be transported as suspended load since a large fraction

can be transported as bed load. The transport process is generally of an intermittent

nature with higher concentrations occurring during periods of high flow.

Care should be taken not to apply the conservative assumption at points on

a river where that assumption is clearly violated, such as at reservoirs which

can be efficient sediment traps. An example for the computation of sediment loading

to rivers has been considered in Chapter 3.

4.8.3 Bed Material Load

As previously mentioned, the estimation of bed material transport poses a

difficult problem, and is an area where there is no consensus regarding the best

predictive relationship to use. Numerous bed material load relationships (Task

Committee on Preparation of Sedimentation Manual, 1971) have been developed over the

past century, some requiring considerably more input data than others. In this

report the DuBoys relationship (Task Committee on Preparation of Sedimentation

Manual, 1971) will be used in part because of its simplicity. The relationship,

which is restricted to uniform flow in alluvial channels, is:

gb = I’”co ho - Tc)

where

gb = bed load, lb/sec/ft of width of river 9
+= coefficient depending on grain size, ftJ/lb/sec

‘o = yRH S, bed shear stress, lblftz

Y = specific weight or water, lb/ft3

(IV-98)

‘H = river hydraulic radius, ft
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S = slope of stream, ft/ft

‘c = critical shear stress, lb/ft2.

The values of $ and .fC can be expressed as functions of the

weight) of the bed sediment (d50). These relationships are
median size (by

expressed graphically
in Figure IV-40. To aid in determining d50 Table IV-34 is presented to show the

size range of sediment and each associated class name. If the class name of the

predominant sediment type comprising a stream bed is known, then the sediment size

(in mm) can reestimated.

FIGURE IV-40 Y AND Tc FOR DUBOYS RELATIONSHIP AS FUNCTIONS OF MEDIAN
SIZE OF BED SEDIMENT (TASK COMMITTEE ON PREPARATION OF
SEDIMENTATION MANUAL, 1971)

Once d50 is estimated, then *and Tc can easily be evaluated, leaving

only To to compute. A summary of hydraulic radii (the ratio of cross-sectional

area to wetted perimeter) for different channel geometries is shown in Figure IV-41.

For very wide, shallow channels, the hydraulic radius approximately equals the depth

of flow. Many river cross-sections can be approximated by a parabolic section. To

calculate “c” in the relationship for hydraulic radius of a parabolic section, refer

to Table IV-35.
If the bed slope is unknown it can be estimated by using a topographic map

and finding contour lines approximately five hundred feet above and below the

point on the river where the measurement is to be made. Dividing this elevation

difference by the horizontal distance over which the difference is measured, produces

the slope.
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TABLE IV-34

SEDIMENT GRADE SCALE (TASK COMMITTEE ON PREPARATION
OF SEDIMENTATION MANUAL, 1971)

Size Range Approximate Sieve Mesh
Openings Per Inch

United States
Class Name Millimeters Microns Inches Tyler Standard

Very large boulder

Large boulders

Medium boulders

Small boulders

Large cobbles

Small cobbles

Very coarse gravel

Coarse gravel

Medium gravel

Fine gravel

Very fine gravel

Very coarse sand

Coarse sand

Medium sand

Find sand

Very fine sand

Coarse silt

Medium silt

Fine silt

Very fine silt

Coarse clay
Medium clay

2-1

1-1/2

1/2-1/4

1/4-1/8

1/8-1/16

1/16-1/32

1/32-1/64

1/64-1/128

1/128-1/256

1/256-1/512
1/512-1/024

Fine clay 1/1024-1/2048

Very fine clay 1/2048-1/4096

4096-2048

2048-1024

1024-512

512-256

246-128

128-64

64-32

32-16

16-8

8-4

4-2

2.000-1.000

1.000-0.500

0.500-0.250

0.250-0.125

0.125-0.062

0.062-0.031

0.031-0.016

0.016-0.008

0.008-0.004

0.004-0.0020
0.0020-0.0010

0.0010-0.0005

160-80

80-40

40-20

20-10

10-5

5-2.5

2.5 - 1.3

1.3 -0.6

0.6 -0.3

0.3 -0.16

0.16-0.08

2000-1000

1000-500

500-250

250-125

125-62

62-31

31-16

16-8

8-4

4-2
2-1

1-0.5

0.0005-0.00024 0.5-0.24

2-1/2

5 5

9 10

16 18

32 35

60 60

115 120

250 230

-407-



TABLE IV-35

COMPUTING D/T FOR DETERMINING THE HYDRAULIC RADIUS OF
A PARABOLIC SECTION (FROM KING, 1954)

*

; .00 .01 .02 .03 .04 .05 .06 .07 .08 .09

.0

.1

.2

.3

.4

.5

.6

.7

.8

.9

.667

. 650

.607

.554

.500

.451

.408

.370

.338

.311

.667

.646

.602

.548

.495

.446

.404

.367

.335

.308

.666 .665

.643 .639

.597 .592

.543 .537

.490 .485

.442 .437

.400 .396

.364 .360

.333 .330

.306 .303

*D—=
Tc

.664 .662 .660 .658

.635 .631 .626 .622

.586 .581 .575 .570

.532 .526 .521 .516

.480 .475 .470 .465

.433 .428 .424 .420

.392 .388 .385 .381

.357 .354 .351 .348

.327 .324 .321 .319

.301 .298 .296 .294

.656 .653

.617 .612

.564 .559

.510 .505

.460 .455

.416 .412

.377 .374

.344 .341

.316 .313

.291 .289

Adequate methods that are within the scope of this report and which would

provide a straightforward estimation of suspended sediment discharge presently

do not exist. Most relationships require a known reference level concentration

at some depth within the river to predict the concentration at another depth (Morris

and Wiggert, 1972). To determine the suspended sediment load, then, a summation of

contributions at each depth must be made. Since these formulas apply to one grain

size this procedure should be repeated for all grain sizes present. Einstein (Graf,

1971) has developed a method for computing suspended sediment discharge that does not

require knowledge of a reference concentration

this report the contribution of the suspended

material load by the relationship given in Table

IV-36 is valid for graded channels (by graded

time, being neither steepened nor flattened by

but it is an advanced approach. For

load will be estimated from the bed

IV-36. The relationship in Table

s meant that the slope is stable over

flow or other influence). Once the

width to depth ratio for the stream in question is determined, the suspended load can

then be approximated after first computing the bed material load, and then using

Table IV-36.

Once the suspended load discharge is estimated the average concentrations

at a section can be computed by:
G

c
Ss = -% 1“6 x 104

(IV-99a)
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FIGURE IV-41 HYDRAULIC RADII FOR DIFFERENT CHANNEL SHAPES (FROM KING, 1954)

TABLE IV-36

RELATIONSHIP BETWEEN WIDTH TO DEPTH RATIO OF A GRADED STREAM AND
THE SUSPENDED AND BED LOAD DISCHARGE (AFTER FENWICK, 1969)

Suspended Bed Load % of Width-
Load % of Total Total Bed Depth
Bed Material Load Material Load Ratio

85-100 0-15 7

65-85 15-35 7-25

30-65 35-70 25
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or

9
cSs => 1.6 X 104

~
(IV-99b)

where

cSs = average suspended solids concentration, mg/l

GSs = suspended solids discharge, lb/see

Q = flow rate, cfs

9 Ss = suspended solids discharge per unit width, lb/sec/ft

q = flow rate per unit width, cfs/ft.

The procedures discussed in this section can be summarized as follows:

1. Determine the bed load discharge gb (lb/sec/ft) using Equation IV-98.

The required input data are channel slope, hydraulic radius (see Figure

IV-41), and the median sediment size, d50. Once d50 has been estimated

the unknown parameters Tc and ~ can be found from Figure IV-40.

2. Multiply gb by the river width to find the total bed load discharge.

3. Determine the width/depth ratio.

4. Use Table IV-36 to determine the suspended load.

5. To determine the suspended sediment concentration use Equation IV-99.

6. Compare the suspended sediment concentration against the data in Table

IV-33 to find out if a problem potentially exists.

7. The total bed material load is sum of the total bed load (step 2) and

the total suspended load (step 4).

The user may be primarily concerned with the total bed material load rather than

either bed load or suspended load individually. Total bed material load can be

directly calculated using a number of predictive formulas. The method of Yang (1976)

based on unit stream power is presented here. Yang’s method has been

following parameter ranges:

Median bed size: from 0.16 mm to l.O mm

Channel depth: from O.2 ft to 49.9 ft

Water temperature: from O°C to 29.4°C

Stream velocity: from 1.23 fps to 7.82 fps

Flow rate: from 2.7 cfs to 470,000 cfs

Slope: from 0.0000428 to 0.00188

Total sediment con-

centration (excluding

wash load): from 2.8 ppm to 2,440 ppm.

The input data are the same as for the DuBoy’s method, with the

water temperature. The predictive formula, however, is considerably

verified for the

addition of

more complicated,
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so the method has been programmed on a hand held calculator and the program is

included. The predictive expression is:

log Ct= 5.435 - 0.286 log%- 0.457 lo9U$

where

Ct
D

s

u*

u

ucr
v

w

Ucrs
+ (1.799 - 0.409 log$- 0.314 log+) log (~- ~) (IV-1OO)

= total sediment concentration in parts per million by weight

= median sieve diameter

= water surface slope or

= shear velocity

= average water velocity

= critical average water
= kinematic viscosity

= terminal fall velocity.

The term ‘cr can be calculated as:
T

and

energy slope

velocity at incipient motion

ucr 2.5—=
w + 0.66 when 1.2 < ~ < 70

log(~) -0.06

ucr 2 ()~when To . ~—=
w“ —v

(IV-101)

(IV-102)

Figure IV-42 shows the required user instructions to execute the program

on a TI-59. Figure IV-43 contains the program listing and a sample input/output.

This program was written by Colorado State University (1979).

Estimation of Bed Material Load

Table IV-37 shows characteristics of the Col

California, and of the Niobrara River near Cody,

calculate the bed load for the Colorado River at

8-35 cfs/ft. The following data will be used:

’50 = 0.33 mm

Y = 62.4 lb/ft3, at 60”F

S = 0.000217 ft/ft

orado River at Taylor’s Ferry,

Nebraska. Suppose one desires to

this location for flow ranges of
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FIGURE IV-42 USER INSTRUCTIONS FOR YANG’s SEDIMENT TRANSPORT EQUATION,

Using Figure IV-40 one finds:

+ = 64

= 0.019‘c
All that remains is the computation of the hydraulic radius. Since the width

is much greater than the depth, assume RH = D:

{
4 ft at q = 8 cfs/ft

‘H =

12 ft at q = 35 cfs/ft.
Using Equation IV-98 it is found that the bed load is:

gb =
{

0.12 lb/sec/ft at q = 8cfs/ft
1.5 lb/sec/ft at q = 35 cfs/ft.

The actual bed material load observed at Taylor’s Ferry has

DuBoys prediction for a range of flow rates (Task Committee

Sedimentation Manual, 1971). This relationship is shown in

been compared with the

on Preparation of

Figure IV-44 (The
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FIGURE IV-43 PROGRAM LISTING AND SAMPLE INPUT/OUTPUT FOR
YANG’S SEDIMENT TRANSPORT EQUATION
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FIGURE IV-43 (CONTINUED)

DuBoys curve in Figure IV-44 does not quite match the calculations in this example

because slightly different data were used). Observe that the DUBOYS relationship

overpredicts the bed material load for nearly all flow ranges. This pattern is

repeated for the Niobrara River (Figure IV-45). This suggests that the bed

material load estimated by the DuBoys relationship will in general exceed the

actual bed material load. This is further substantiated by other work (Stall et—
al., 1958) . The more accurate predictions of bed material load occur under high—
flow conditions, which is generally when the prediction of bed material load is

most important.

To estimate the suspended load contribution first calculate the width-

depth ratio:

Mill = ~88atq = 8cfs/ft--, -
~29at q = 35cfs/ft.
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TABLE IV-37

CHARACTERISTICS OF THE COLORADO AND NIOBRARA RIVERS
(TASK COMMITTEE ON PREPARATION OF SEDIMENTATION MANUAL, 1971)

Stream

Colorado Niobrara
Data River River

(Taylor’s Ferry) (Cody, Neb.)

Depth range, ft

Range in q, in cubic feet per
second per foot of width

Mean width, in feet

Slope, in feet per foot

Minimum value

Maximum value

Value used in calculations

Water temperature, in degrees
Fahrenheit

Minimum value

Maximum value

Value used in calculations

Geometric mean*sediment size,
in millimeters

’35’ in millimeters

d 50 ‘ in millimeters

’65’ in millimeters

’90’ in millimeters

Mean size, dm, in millimeters

4-12

8-35

350

0.000147

0.000333

0.000217

48

81

60

0.320

0.287

0.330

0.378

0.530

0.396

0.7-1.3

1.7-5

110

0.00116

0.00126

0.00129

33

86

60

0.283

0.233

0.277

0.335

0.530

0.342

*The geometric mean of a set of values          Thus the

geometric mean of the values 1, 2, 3, and 4 is (1x2x3x4)1’4  = 2.213.
Compare with arithmetic mean of 2.5.
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FIGURE IV-44

FIGURE IV-45

SEDIMENT DISCHARGE AS A FUNCTION OF WATER DISCHARGE
FOR THE COLORADO RIVER AT TAYLOR’S FERRY (TASK
COMMITTEE ON PREPARATION OF
SEDIMENTATION MANUAL, 1971)

SEDIMENT DISCHARGE AS A FUNCTION OF WATER DISCHARGE
FOR THE NIOBRARA RIVER AT CODY, NEBRASKA (TASK
COMMITTEE ON PREPARATION OF SEDIMENTATION
MANUAL, 1971)
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In both cases W/D > 25. Referring to Table IV-36, the suspended load should

be between 30 and 65 percent of the bed material load. Assume it is on the

lower end of the scale, about 40%. Then the suspended load is:

9
{

0.081b/sec/ft at q = 8cfs/ft
Ss = 1.0 lb/sec/ft at q = 35cfs/ft

or

c
{

160mg/1 at q = 8 cfs/ft
Ss = 440mg/1 at q = 35 cfslft

from Equation IV-99. These concentrations indicate that suspended sediment

concentrations are excessively high throughout the range of flows normally

encountered at Taylor’s Ferry. Data on suspended sediment concentrations have
been gathered at Taylor’s Ferry (U.S. Bureau of Reclamation, 1958). The averages

of 30 measurements taken there are as follows:

Q = 7350 cfs (or q = 21 cfs/ft)

C = 132 mg/l

O~~erved range of suspended sediment concentration: 40-277 mg/l.

The method of Yang predicts total concentrations of 40 to 80 mg/l, which is

within but toward the lower end of the observated data. The method of DUBOY’S

predicts concentration between 160 and 440 mg/l which is toward, and beyond, the

upper end of observation. These results illustrate the possible variability of

predictions between different approaches, and are not necessarily atypical.

4.9 TOXIC SUBSTANCES

4.9.1 Methods of Entry of Toxic Pollutants into Rivers

Although Chapter 3 discussed both point and nonpoint sources of pollutants,

the major pollutant source categories are summarized in Table IV-38 to indicate

how these scenarios differentially govern a pollutant’s fate. For simplicity,

fate is analyzed in terms of volatilization and sorption since these processes

are important for a wide number of toxic organic chemicals. These processes

govern whether a pollutant remains in the water column and whether the pollutant

is transported as solute or sorbate. If the effects of these processes are known,

even if only qualitatively, then the influence of processes such as photolysis and

biodegradation can be better predicted. For example, if a pollutant is sorbed to

suspended and bedded sediments, it is more protected from photolytic reactions than

when it is dissolved in the water column.

A common mode of pollutant entry is by a continuous discharge, either from

a municipal or industrial source. As mixing of the effluent and river water occurs,
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TABLE IV-38

METHODS OF INTRODUCTION OF TOXIC ORGANIC COMPOUNDS INTO RIVERS,
AND FATE IN TERMS OF VOLATILIZATION AND SORPTION

Pathway Fate

Continuous input - solute transported and volatilized

sorbate transported with suspended solids
and with bed load

sorbed to immobile sediments

- buried by sorption and net deposition

Cessation of continuous - desorbed from immobile sediments
input - solute transported and volatilized

resorbed to suspended sediments

- contaminated sediments resuspended

- portion remains buried

Washoff from land
application

Accidental releases
(e.g. spills)

- transport of a major portion of pollutant
may be governed by first large storm event

- transported as solute and sorbate

- settles and accumulates on bed

- buried

subsequently resuspended

- If s.g. >1, pollutant settles on streambed

- Volatilization may be unimportant
--reentrained back into stream and sorbed

on suspended solids
--pollutant can be slowly transported along

bottom
--diffused into bedded sediments

- If s.g. <1, pollutant tends to remain on
surface and be transported at speed of
surface current
--volatilization can be important
--gradually dissolved and sorbed
--dispersion attenuates peak concentrations
--wind speed and direction influential

Leaching slow movement (years) of solute from dump
or disposal site to stream

continues for years after cleanup of
dump

-418-



partitioning begins. The sorbate is transported with the suspended sediments, and

can interact with the bed load and immobile bedded sediments. Depending on the rate

of exchange of the sorbate with the bedded sediments and on the net sediment deposition

rate, some of the sorbate can gradually become buried in the bedded sediments.
If a continuous input ceases, the water column initially tends to clean itself

of the pollutant as uncontaminated upstream water replaces contaminated river water

downstream from the former source of pollution. However, pollutant from the contami-

nated bottom sediments can desorb back into the water column at low concentrations

and the river bed becomes an internal source of pollutant. The resorption period can

last a long period of time, depending on the amount of pollutant contained in the

bottom sediments. Section 4.9.3.4 discusses this phenomenon in detail.

Periodic nonpoint sources, such as washoff after an agricultural application, is

another pathway of pollutant entry into rivers. The mass of pollutant transported

tends to be governed by the timing of the first storm event following application

together with the degradation and volatilization processes operative during the

interim period.

Accidental releases of pollutants, even through infrequent events, can be

important. Exceptionally high concentrations of pollutants can result from spills

and the total mass supplied almost instantaneously can be the equivalent of a con-

tinuous release lasting for many days. For example, in 1973 a chloroform spill on

the Mississippi River resulted in about 800,000 kg (1,750,000 lbs) of chloroform

being released over a period of several hours (Thibodeaux, 1977). Based on the

background concentration of chloroform in the river (5 ppb), the release was equiv-

alent to a continuous supply of chloroform released at background rates for a period

of 300 days.

Many chemicals in their pure or nearly pure form have specific gravities sig-

nificantly different from unity. Because of this, and their often limited volubility

in water, it is a mistake to believe that all spilled pollutants travel with the

speed of the river, have infinite dissolution capability, and disperse accordingly.

High density pollutants can sink to the river bed and become slowly reentrained back

into the water column while simultaneously diffusing and sorbing into the bedded

sediments. Depending on the rate of dissolution of the spilled pollutant, as well as

the significance of the sorption and diffusion processes, the spilled pollutant may

remain in the riverine system for either an extended or brief period of time.

In contrast to high density pollutants, pollutants with specific gravities

less than unity tend to at least partially remain on or near the water’s surface

while undergoing dissolution. For these pollutants, volati

can be extremely important. As the pollutant is dissolved

moves downstream, dispersion becomes important in attenuat

Pollutants which leach from a surface or subsurface di

lization and photolysis

in the water column and

ing the peak concentration.

sposal site may eventually
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reach a river. Although the mass input rate may be low, the source can be continuous

and last for years, even after cleanup of the site.
The sequence of instream events following the initiation and then the cessation

of point sources of toxicants further illustrates the role that sorption plays in

governing fate of sorbates. Figure IV-46 illustrates the two situations. Figure

IV-46a shows the pollutant distributions below a point source at two distinct times

(tland t2where t2 >tl) following initiation of the point source.
As the toxicant is discharged the water column concentration (the sum of the dissolved

and sorbed phases) abruptly increases at the mixing location. As the pollutant

travels downstream, the sorbate tends to partially desorb onto the formerly uncon-

taminated bottom sediments. Additionally there may be a net exchange between the

bedded sediments and water column sediments, even if there is no net deposition. As

a result of these processes, the water column concentration tends to decrease in the

downstream direction. It may take a period of time greater than tl for the

effects of the discharge to reach a distance D*. Depending on the distance, and on

the rate of accumulation of the toxicant in the bottom sediments, as well as on other

factors, the time required for the water column concentration to be noticeably

elevated at D* could greatly exceed the travel time of the river over the distance.

After the discharge of the toxicant has continued for a period of time, the net

exchange with the bedded sediment may diminish, so that the toxicant concentration

becomes constant over some distance both in the water column and in the sediments.

This situation is illustrated by the solid curve in Figure IV-46b. Suppose at this

time the input of the pollutant ceases. The water column concentration just below

the point source tends to abruptly approach zero. As this happens, resorption of the

toxicant from the bedded sediment can occur, tending to replenish pollutant levels in

the water column, but to a lower level. Gradually, the pollutant can be desorbed

from the bedded sediments at a given location so that the bottom sediments are

naturally cleansed, from the upstream to the downstream direction. This process can

take many years and low levels of pollutant in the water column can be detected

throughout this period. More discussion of this phenomenon is provided later in

Section 4.9.3 and Example IV-18. Most of the pathways for river contamination pre-

sented in Table IV-38 have been programmed on microcomputers (Mills et al ., 1985).

4.9.2 Vertical Distribution of Sorbate within Rivers

Even though most of the analytical tools presented later in Section 4.9.3

assume that, for simplicity, suspended solids concentrations are uniformly distributed

throughout the water column, in reality this is not true. The vertical distribution

of solids depends both on particle and river characteristics. Heavier particles

(those with the greater settling velocities) are transported closer to the stream

bottom while the lighter particles are more uniformly distributed. This observation

is significant because pollutants which sorb to the particles also exhibit a non-
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FIGURE IV-46 TOXICANT CONCENTRATIONS FOLLOWING
INITIATION AND CESSATION OF POINT SOURCE.

uniform vertical distribution. Pollutants which do not sorb tend to become uniformly

distributed vertically, regardless of the sediment distribution.  By undertanding

this, the user can better interpret instream pollutant data,  particularly if the

pollutant tends to reside as sorbate. It may be that a single pollutant sample is

not sufficient to accurately characterize the pollutant distribution,  and in fact

could be misleading in terms of the total burden of the polutant carried within the

water column. Depth integrated samples might be necessary to gain an accurate

knowledge of the pollutant’s distribution.
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FIGURE IV-47 VERTICAL EQUILIBRIUM DISTRIBUTION OF
SUSPENDED SOLIDS IN A RIVER

Figure IV-47 shows the vertical distribution of suspended solids in an equilibrium

condition. The parameter shown in the figure is defined:

Vs
z =—K U* (IV-103)

where

Vs = settling velocity of suspended solids

K = von Karman’s constant (~0.4)
U* = shear velocity = (g RH S)0”5, ft/sec

9 = acceleration due to gravity, 32.2 ft/sec2

‘H = hydraulic radius of river, ft

S = slope, dimensionless.

Very small values of z represent clay-sized particles, while larger values represent

first silt, and then sand. Figure IV-47 illustrates that clay particles tend to be

uniformly distributed vertically (50 percent in the top half of the water column).

About 75 percent of silt and over 95 percent of the sand particles (typically) reside

in the bottom half of the water column. This suggests that in rivers where the
suspended sediments are silt and sand, the sorbed pollutant distribution will be
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vertically skewed. If the suspended material is predominantly clay the sorbed

pollutant distribution will be uniform. Since pollutants tend to sorb to sand to a

lesser degree than to silt and clay, the vertical distribution of sorbed pollutant

will not be as skewed as the suspended sediment distribution.

Figures IV-48 through IV-49 show the fraction of pollutant present as solute

(C/Ct) versus relative depth for families of z values and KpSa values. Sa is

the suspended sediment concentration a small distance above the bottom. For KpSa

values less than 0.1, the sorbate concentration is generally negligible compared to

the solute concentration regardless of the depth or the nature of the suspended

material. For larger KpSa values, the sorbate level can be important, depending

of the nature of the suspended material. For extremely large K Sa values, the sorbate

concentration will greatly exceed the solute concentration, at least near the river

bed.
Based on the hydraulic characteristics of the river, characteristics of the

material being transported in suspension, and the partition coefficient of the

pollutant, predictions can be made of the pollutant’s distribution in the water

column. To use Figures IV-48 and IV-49 requires knowledge of Sa, the suspended

solids concentration at a distance n = a above the bottom (where typically a = 0.05,

or 5 percent of the river’s depth). The equilibrium expression for suspended sedi-

ments, which is found in numerous sediment transport texts (e.g. Graf, 1971) can be

rearranged to express Sa as:

(IV-104)

where

n = relative depth above bottom.

To use this equation the suspended solids concentration must be known at one depth in

the water column. Typically, a depth averaged suspended solids concentration might

be readily available. Under these circumstances Sa

s P-a )(+$
‘a q [~ (L+zdn

where

can be estimated as:

(IV-105)

s = depth average suspended sediment concentration.

The denominator of Equation IV-105 can be integrated numerically by one of many

available solution techniques (e.g. see Carnahan et al., 1969). For the case——
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FIGURE IV-48 VERTICAL DISTRIBUTION OF RELATIVE SOLUTE
CONCENTRATION, KPSA = 10.

FIGURE IV-49 VERTICAL DISTRIBUTION OF RELATIVE SOLUTE
CONCENTRATION, KPSA = 100.
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when a = 0.05 the relationship between Sa and S is given below:

z = ()~sa = S

z = 0.2~Sa = 1.8 S

z = 0.6~Sa = 4.4 S

z = l. C~Sa = 8.2 S (IV-106)
z = 2. C~Sa = 17 S

z = 5. C~Sa = 20 S

Based on a knowledge of S, Sa can be estimated from Equation IV-106, and in turn can

be used in Figures IV-48 and IV-49.

Typically there is a segregation of particle sizes found in suspension compared

with these found in the bed load, and in the immobile bed materials. Based on these

differences, the following can be hypothesized:

‘s > ‘bl > ‘im

where

Xs =

‘bl =

x. =Im

sorbed pollutant concentration on suspended materials, mass

pollutant/mass sediment

sorbed pollutant concentration on bed load, mass pollutant/

mass sediment

sorbed pollutant concentration on immovable sediment, mass

pollutant/mass sediment.

Investigations carried out by Miles (1976) appear to support this relationship.

Miles collected insecticide residues on stream sediments and in the water column.

Results of the DOT analysis of Big Creek, Norfolk County, Ontario, 1973 (DDT was

banned in 1970) are as follows:

Concentration of DDT on Sediments
(mass of pollutants/mass of sediments)
Suspended sediments llO ppb = XS

Bed load 76 ppb = Xb,

Immovable bed 26 ppb = Xim

Miles (1976) also found that DDT transported in the dissolved phase ranged from

lO to 92 percent of the total transported in the water column. This finding is

consistent with the results in Table 11-14 which shows that the percent of pollutant

transported in the dissolved phase can be high even for pollutants such as DDT as

long as the suspended solids concentration is not extremely high.

Contaminant data collected in bedded sediments can be very illuminating.

Although in a screening approach it is not anticipated the user will go to the

field to collect sediment core samples, some data might be available. Depending
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on the quantity of data available the following types of information might be

determinable:

o The spatial extent of contaminated sediments, and pollutant concentra-

tions in the sediments

o The depth of contaminated sediment

@ The quantity of toxicant contained in the sediment

l A time history of pollution levels to determine whether they are

increasing or decreasing

l The probable sources of the pollutant, based on the location and

quantity of contaminated sediments.

Although extensive sampling is required to accurately determine all of the above

items, such programs have been successfully accomplished. For example, an extensive

sediment sampling program was conducted in the Hudson River in New York to determine
the sources of PCBs in the contaminated sediments, and the degree of contamination

(Turk, 1979).

4.9.3 Transport and Transformation Expressions for Toxicants in Rivers

The tools presented in this section can be used to predict instream concentra-

tions of toxicants for a variety of different situations.  specifically,  the following

scenarios are addressed:

l Mixing zone analysis

l Continuous point source discharges

l Continuous nonpoint source discharges

o Resorption from bedded sediments

l Spills and instantaneous release of soluble chemicals, and

l Spills of high density chemicals which sink to the riverbed.

In contrast to many conventional organic pollutants which degrade into innocuous

substances, many toxicants are transformed to other chemicals which can be as harmful

or more harmful than the original. Consequently, when toxicants are continuously

discharged into a river, in addition to predicting the concentration profile, it is

useful to also determine:

l The pollutant’s advection rate past a specified location

l The pollutant’s volatilization rate over a specified reach

l The pollutant’s rate of transformation to other species over a specified

reach.

The toxicant’s fate is thus segregated into the processes of advection, volatilization,

and transformation.

In the following three sections on mixing zones, point sources, and nonpoint

sources, the user will find there are different methods of approaching the problems.

One way to simplify the analysis is to first assume toxicants act conservatively.
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The user can then perform a first level analysis to find out whether criteria are

violated. If they are not, then a detailed analysis is really not required if the

objective is to determine criteria compliance. If violations are predicted, a more

detailed analysis of these “hot spots” can be performed by considering the various

processes affecting the toxicant in the river. This approach requires more work, but

by judiciously applying the tools available, the analyses can be expedited.

4.9,3.1 Mixing Zone Expressions

Section IV-4.1.9 presented earlier delineated one- and two-dimensional mixing

zone expressions for conventional pollutants. The one-dimensional expressions need

to be extended in order to differentiate between solute and sorbate. To do this, the
following expressions for pollutant concentration and the suspended solids concentra-

tions are needed:

Su Qu ~ Sw Qw
s= + (IV-107)

Qu

Cut Qu + cti ~
cto ‘ + (IV-108)

‘u

where

Su, C“t = concentration of suspended solids and concentration

of sum of solute and sorbate in the river above the location

of mixing, respectively

SW> Cwt = concentration of suspended solids and concentration

of sum of solute and sorbate in the wastewater, respectively

s, Cto = concentration of suspended solids and concentration of sum of

solute and sorbate in the river following mixing, respectively

The dissolved phase concentration, C, of the pollutant at the completion of mixing is

given by:

c
c = ~ to~

+ ‘P
(IV-109)

‘here Cto and S are found from the two previous expressions.

The concentration of the solute following mixing depends on characteristics of

the waste source, the river’s flow rate, and the suspended solids concentration

in the river and waste source. The solute concentration might also change after

mixing with a tributary of very high suspended solids concentration (high Sw),

even if it contains no additional pollutant (Cwt = O).

Equation IV-108 is particularly useful because it predicts the total instream
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concentration of toxicant following initial mixing. This is often the critical test

in establishing whether or not water quality standards are violated by a point

source.

In cases where initial mixing is incomplete (that is the waste is initially

diluted with a fraction of the total river flow), the two-dimensional mixing equation

shown earlier as Equation IV-4 will more accurately predict Cto. Then Equation

IV-109 can be used to find the solute concentration.
When there are numerous discharges of the same toxicant, analysis becomes

more complicated. The most straightforward method of handling this situation

is to sequentially apply Equation IV-108 to the series of discharges to find the

concentration as a function of distance downstream. If the solute concentration is

needed, then sequential application of Equations IV-108 and IV-109 is required.

The analysis of multiple point sources can be simplified in one of two ways.

One, the sources can be transformed to an equivalent nonpoint source by assuming that

the toxicant input is uniformly distributed between the series of point sources. This

approach is discussed in Section 4.9.3.3. Two, a series of closely grouped point

sources can be handled as an equivalent point source. The equivalent point source

has a flow rate equal to the sum of the flow rates from the individual plants, or:

Qw=~ Qwi
i=l

(IV-11O)

where

Q = flow rate from ith treatment plantwi
n = number of treatment plants being grouped.

The total pollutant load can be expressed in one of two ways. If the concentra-

tions in the wastewater are known then the total loading is:

Cw Qw = k cwiQwi
i=l

where

c.= concentration of toxicant in effluent of ith plant.

If the mass emission rates are known instead then:

CwQw=~Mi
i=l
5.38

(IV-111)

(IV-112)

where

Mi = mass emission rate of toxicant from ith plant is lbs/day.

The conversion factor 5.38 converts mass emission rate in lbs/day to flow units

in cfs and concentration units in mg/1 (ppm).

The grouping procedure described above has been applied by the U.S. Environmental
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Protection Agency (1981) to a case study in Indiana to evaluate the economic impact

of toxicant standards. Numbers of point sources were grouped together using a

procedure called cluster analysis. The cluster analysis added the loadings of major

and minor industrial dischargers within a ten-mile radius of each other. Ten clusters

were identified and few violations occurred within them once the best available

technology was attained.
For certain applications the object of using a mixing zone equation is to

directly find the maximum allowable concentration in the discharge so that the

receiving water criteria are not

IV-108 can be rewritten as:

where

(Cwt)max

Ctc
Q

Equation f~-l13b

of the discharge

(Cwt)max =

.

violated. Under these circumstances Equation

Ctc (Quc + Qw) -“ cut Quc

Qw

(Quc + Qw) , when c
CTC Q Ut =0

w

(IV-l13a)

(IV-l13b)

= maximum allowable concentration of the toxicant

in the waste discharge so that the water quality criterion

is met under critical conditions

= water quality criterion for the toxicant

= critical river flow rate (e.g., 7Q1O).

is applicable when the concentration of the toxicant is zero upstream

point.

4.9.3.2 Point Source Discharges

For point sources of toxicants, the pollutant interactions depicted in Figure

IV-50 are simulated. While transformation of toxicants is generally more complex

than this, in many instances these interactions are sufficient to analyze the in-

stream processes affecting not only point source discharges but also nonpoint source

discharges, and instantaneous releases of soluble pollutants. Figure IV-50 reveals

that:

l The solute only is assumed to volatilize.

l First order transformation processes degrade only the solute.

l Adsorption and resorption are assumed to occur at rates much faster

other processes.

@ No interactions with the bottom sediments occur (this is analyzed

in later sections).

than
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FIGURE IV-50 INSTREAM TRANSFORMATION PROCESSES
ANALYZED FOR TOXICANTS.

Based on these interactions, the concentration profile below a point source of

toxicant is expressible as:

where

C = concentration of dissolved phase of the

x below the point source

co = concentration of the dissolved phase of

O (after the point source discharge has

toxicant at a distance

the toxicant at x =

mixed with the river water)

kv ‘ = kv/D

D = water depth

~ki = individual first order decay rates which are transforming

the toxicant (other than volatilization)

P = partial pressure of the toxicant in the atmosphere above the river.

The remaining variables have previously been defined.

Typically the partial pressure is zero, so that Equation IV-114 simplifies to:

(IV-115)
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The initial dissolved phase concentration is given by:

(IV-116)

where

cto was defined by Equation IV-108.

The total pollutant concentration, C+, at any location is:b

Ct =C (1 +KPS)

The sorbed phase concentration expressed as mass per

c~=ct.c

and the sorbed phase concentration expressed as mass

X = KPC

(IV-117)

unit volume of water is:

(IV-118)

per unit mass of sediment is:

(IV-119)

The most direct appl

IV-117 through IV-119 is

below the point source.

ication of Equation IV-114 or IV-115, plus Equations

to find the instream concentration as a function of distance

There are, however, other uses of the expressions. Consider

Equation IV-115, for example. The ratio C/C. can be directly calculated as a

function of distance. Thus the fractional dissolved phase concentration can be

calculated without ever knowing the initial concentration Co. This approach has

the advantage of requiring less data. Similarly, the fractional concentration can be

calculated for any specified distance, such as the end of a reach. Or, the distance

x can be found so that the fractional concentration is some specified number, which

may relate to an acceptable level of toxicant. The length of river subjected to

unacceptable levels can then be found.

The user might additionally want to know the distribution of pollutant fluxes in

terms of advection (Ma), volatilization (fiv), and transformation (~). Expressions

for these are presented for the case of P = O. These formulae allow the user to pre-

dict the fluxes associated with the point source discharge where volatilization is

not altered by a background concentration in the atmosphere. Under these conditions:

M=Ma+Mv+Mt (IV-120)

Equation IV-120 states that the rate of entry of the toxicant into the river (M)

equals the rate of advection of that toxicant past some location xs, plus the
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rate of volatilization across the water surface between the discharge location and

some other specified location plus the rate of transformation of the toxicant to

other substances within the water column between the same two locations. By knowing

expressions for each of ha, Mv, and Mt the user knows the major processes

controlling the toxicant’s fate within any reach of river.

The mass flux advected past a location xs is given by:

where the concentrate’

given by:

.

Ma = (Qu +%) Cs (IV-121)

on Cs is evaluated at x = xs. The volatilization mass flux is

U (1 + K-S)
Mv =

‘c ‘~ co T-m&
(IV-122)

where

‘c = cross-sectional area of river

All other terms have previously been defined.

In some cases the user might have an estimate of the average dissolved phase concen-

tration, C, within the reach under consideration. Under these circumstances the

volatilization flux is simply:

Mv =Askv~ (IV-123)

where

‘~ = surface area of the reach under investigation.
The transformation mass flux is expressible as:

IV-124

Since the sum of

of the toxicant,

Equations IV-121, IV-122, and IV-124 equals the mass emission rate

Equation IV-120 can be used to double check the fluxes calculated.

4.9.3.3 Nonpoint Source Discharge

This section parallels the previous section on point source discharges by

presenting expressions for the steady-state concentration profile, and for mass

fluxes. In addition to applying this methodology to a nonpoint source, another and

possibly more useful application is to express a series of point sources as an
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equivalent nonpoint source. The equivalent nonpoint source discharge rate is simply

the sum of the discharge rates of the pollutant from all the point sources. This

approach is not as accurate as analyzing each point source individually but is much

faster depending on the number of point sources. For example, suppose a river

segment has ten separate point sources located within 50 miles of each other. The

most rigorous analysis would consist of considering each point source individually,

where mixing zone and point source equations are applied sequentially ten times each.

This obviously is a great deal of work for a hand calculation approach. By consid-

ering these point sources as a single equivalent nonpoint source, a single equation

application is sufficient to analyze the problem. Example IV-5 shown earlier in the

BOD section illustrates this procedure.

The solute concentration in a river resulting from a steady nonpoint source of

toxicant is:

where

k2 =

kq =

kd =

c=tn

m=

Qf =

Q. =

‘1 =

i+..!itm
c

c tn m
Ac -~kv

total concentration of toxicant in nonpoint source
Qf-Qo

‘1
river flow rate at end of nonpoint source

river flow rate at beginning of nonpoint source

length of nonpoint source.

(IV-125)

Equations IV-117 through IV-119 can be used to find Ct, Cs, and X, respectively.

In a manner similar to point source discharges, Equation IV-120 which expresses

the mass balance between toxicant inflow rate to the river and loss rate by advection,

and transformation, is valid. The appropriate expressions are (when P = O):

fia = (Qo+m)c + (Qo+mx)  CkPS at x = xs
(IV-126)
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for the advective flux. For the volatilization flux:

For the transformation flux:

(IV-127)

(IV-128)

As a first cut analysis, the user might want to assume that the toxicants act

conservatively. If criteria are not violated under these circumstances, then

criteria will not be violated if decay or transformation processes are included.

4.9.3.4 Resorption of Toxicant from a River Bed

Because many toxicants are transported as sorbate rather than as solute, a

significant fraction of the pollutant which enters a riverine system can ultimately
be deposited in the bedded sediments. If the toxicant is resistant to degradation
processes it can remain in the sediments for extended periods of time. During this

time, the toxicant can slowly be desorbed back into the water column or scoured into

suspension.

Figure IV-46 shown earlier illustrated an idealization of the process of

resorption of a toxicant from bedded sediments. The process can be described as

follows. Supposed the average concentration of the pollutant in the bedded sediment

is X. when the analysis begins (called t = O). The concentration X, at any later

time is estimated from mass balance considerations as:

(IV-129)

where

X. = concentration of pollutant in bed at some time t = O

Ms = mass of contaminated sediment per unit area of river bed, g/cm2

u = stream velocity, cm/sec

6 = equivalent depth of water in sediment Ms, cm

K
P = partition coefficient.

Equation IV-129 reveals that resorption can be interpreted as a frontal phenom-

enon where resorption is completed at one location before progressing downstream.

Based on this interpretation, an effective removal velocity of the front is:

ue=#-&
5P

(IV-130)
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The time Td required to desorb the toxicant over any specified distance is:

Td = XL/Ue (IV-131)

where

‘L = length of contaminated river segment.

During the period of resorption the average concentration in the water column is:

I

X06
—for x> Uet

c = KPD
(IV-132)

1 0 , otherwise (IV-133)

To use Equations IV-129 through IV-133, estimates for Xo, Ms, and 6 are

required, If both the mass of contaminated sediment per unit area of river bed
(MS) and the mass of toxicant in the sediments are known, then X. can be deter-

mined. Conversely, if both X. and the total mass of toxicant in the sediments

are known, then MS can be calculated.

In lieu of having data on Ms and 6, these quantities can be estimated based

on the depth of contaminated sediments by using Table IV-39. In addition to the

depth, the percent solids by weight must be estimated. This parameter generally

increases with depths and can be chosen as 50 percent, unless better data are avai-

lable, The data in Table IV-39 were derived from the following two equations:

and

where

M5 =

6=

S5 =

Dc =

In cases where

I)c
Ms =

(
10 1/ss +~

)

()S~ x DC ~
d =

()

100-Pl+s~ --p----

(IV-134)

(IV-135)

mass of contaminated sediment, g/m2

equivalent water depth, mm

specific gravity of solids

depth of contamination, mm,

the depth of contamination exceeds 100 mm the equations can be

used in lieu of Table IV-39.

The Hudson River in New York State provides an illustration of an extreme
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TABLE IV-39

MASS OF CONTAMINATED SEDIMENTS AND EQUIVALENT WATER
DEPTH AS A FUNCTION OF DEPTH OF CONTAMINATION

Depth (mm) Percent Solids by Weight MS (g/cm2) 6(MM)

1 20
50
80

5 20
50
80

10 20
50
80

20 20
50
80

50 20
50
80

100 20
50
80

0.02
0.06
0.11

0.11
0.30
0.55

0.23
0.60
1.1

0.45
1.2
2.2

1.1
3.0
5.5

;::
11.0

0.9
0.6
0.3

4.5
3.0
1.4

u
2.7

18.
12.
5.5

45.
30.
14.

91.
60.
27.

case of PCB contamination (Turk, 1980). Between 1951 and 1977 PCBs were discharged

from point sources near Fort Edward and Hudson Falls, about 80 km (50 mi) above

Albany, New York. Figure IV-51 shows the general vicinity.

During this time period the mass emission rate of PCBs decreased from 15 kg/day

(33 lbs/day) to less than 1 g/day (0.002 lbs/day). PCB concentration in the bottom

materials range from about 200 pg/g near Fort Edward to about 4 pg/g near Waterford,

about 70 km (43 mi) downstream. In 1975 the New York State Department of Environmental

Conservation began a study to determine the source of contamination. At that time

they estimated that the total mass of PCBs in the bottom sediments was 225,000 kg

(500,000 lbs).

It has been found that PCBs are being naturally desorbed from the river bed

under moderate and low flow conditions. The estimated transport rates are:

At Glen Falls = 0.0 kg/day (above

At Schuylersville = 4.0 kg/day

At Stillwater = 5.0 kg/day

At Waterford = 4.0 kg/day (70 km

It is interesting to note that these transport

discharge)

downstream).

rates are approximately 30 percent as
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FIGURE IV-51 LOCATION MAP OF HUDSON RIVER, NEW YORK.

high as the original point source mass

4 kg/day, the river between Glen Falls

150 years.

emission rates. At a resorption rate of about

and Waterford would be rid of PCBs in about

Turk (1980) found that flood events transport large quantities of PCBs, although

this transport mechanism is only operative periodically. Turk estimated that due to

the combined removal rates of PCBs during high flow periods (by scour) and during low

flow periods (by resorption), the residence time of PCBs above Waterford would be

about one century.

For discharges of 600 m3/sec or less, it has been found that the Hudson River bed

provides 4 kg/day of PCBs to the water column at locations between Schuylersville

and Waterford, New York. Determine the PCB concentration in the water column at

the following two flow rates:
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a. 600 m3/sec

b. 50 m3/sec.

Compare these concentrations to the freshwater criterion of0.001pg/l  promulgated

in the “Red Book”.

Since the mass emission rate and river flow rate are known, Equation IV-11

can be rearranged to yield the total instream concentration:

&Ct= .

where

M = mass loading, kg/day

Ct = concentration of pollutant, ppm

Q = flow rate, m3/sec.

For the problem at hand:

M = 4 kg/day

Q = 50 and 600 m3/sec.

For Q = 600 m3/see:

4 -3 pmCT =~~ = 0.08x 10

= 0.08pg/1, or 80 times the Red Book criterion.

For Q = 50 m3/see:

4
cT=~6.4 X 50 = 0.9 x 10-3 ppm

= 0.9wg/1,  or 900 times the criterion.

As a second part to the problem estimate the time required to remove the PCBS

in the sediment by resorption (ignoring scour), assuming the resorption rate of 4

kg/day is not known. Base the calculations on Table IV-39 or Equations IV-130 and

IV-131. Use the following data:

Depth of contaminated sediment = 600mm

River velocity = 1 fps

Partition coefficient : 103 to 104

Because the depth of contamination exceeds the maximum value tabulated in Table

IV-39, Equations IV-134 and IV-135 are used instead. Assuming Ss = 1.5 and p = 80:

M5 = 600

(

+ 100-80
= 65g/cm2

10 & 80

, .w@@J)=160m=16m

(-)
1 + 1.5 80
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The effective transport velocity is:

Ue ‘ UX16 =.25X
65 X 104 10-4 u for Kp = 104

The time required for resorption over the 70 km (43 mi) reach is:

Ue = ;5~x+ = .25 X 10- 3U for Kp = 103

and

T= 43 X 5280
.25 X 10-4X 1

!3ec = 290year forKp = 104

T = 29 years for Kp = 103

Probably the biggest unknown in this problem is K Based on a range of
P“

Kp from 103 to 104, the time of resorption ranges from 29 to 290 years,

within the range predicted from observed resorption rates.

4.9.3.5 Instantaneous Releases of Low Density Toxicants

Many toxicants have specific gravities less than or equal to unity. Should a

toxicant less dense than water be spilled in its pure form, the toxicant can ride

atop the water body for a period of time , while (perhaps) being rapidly volatilized

and photolyzed as it becomes entrained and dissolved in the river.

Analysis of releases of low density pollutants is complicated and, in many

cases, beyond the scope of hand calculation analyses. Often spills of toxicants

occur over a part of the river, so the resultant movement is three-dimensional

because the toxicant spreads laterally, longitudinally, and vertically due to

turbulence and advection. Buoyant spreading and mixing can further complicate

the dispersal process.

Toxicant spills can occur in numerous ways. In one instance the toxicant

may be discharged directly onto the surface of the river, and depending on the

rate of mixing with ambient water a significant portion could volatilize directly

from the pure phase. On the other hand submerged spills may result in the chemical

becoming mixed with river water before it reaches the water’s surface. Under these

circumstances volatilization fluxes will not be as great.

When a chemical is spilled in pure form, the time required for the chemical
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FIGURE IV-52 HYPOTHETICAL CONCENTRATION DISTRIBUTIONS
OF FINITELY SOLUBLE AND INFINITELY
SOLUBLE TOXICANTS.

to mix with the river water depends, in addition to other factors, on the solubility

of the chemicals.  Some may be highly soluble in water (essentially inf-

nitely soluble) while others may have a very low volubility. Figure IV-52 illustrates

these two different situations.

Figure IV-52a shows the case of a toxicant of infinite volubility. The toxicant

maintains its pure state (mole fraction equals unity) for some distance away from the

spill site, and then the mole fraction gradually begins to decrease as the chemical

mixes with water. Figure IV-52b illustrates the same basic situation, except that

the toxicant has a finite volubility. In this case there will be a rapid drop

between the mole fraction of the pure toxicant (unity) and the mole fraction at

volubility (much less than unity). For the pure phase toxicant shown in Figure

IV-52b to become mixed in water at concentrations at or below the volubility limit

might require a substantial amount of water.

Based on the discussions in the previous paragraphs, tools for analyses of

the following will be presented:

l Volatilization mass flux from a pure toxicant contained within a

fixed area

l The fate of a highly soluble toxicant which mixes instantaneously

with the river water

s The fate of a low volubility toxicant which mixes with a finite volume

of river water.
Toxicants which exist in the gas phase under atmospheric pressure and typical

natural temperatures are excluded from analysis here, even though they might be

transported as a liquid under high pressure (e.g. liquified chlorine). If a tank
transporting such a chemical were to rupture under water, the chemical would boil and
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most of the gas would rapidly escape into the atmosphere. Some of the gas would

however become dissolved in the river water during ascent of the bubbles.

4.9.3.5.1 Volatilization of Toxicant in Pure State

This section will present a method to predict the volatilization mass flux

rate of a pure chemical , and the time required to volatilize a known amount of

the chemical which occupies a specific area of river surface. The volatilization

flux rate is given by:

k “ MW l MW~= q “ ‘v . YLVP
RUT 82.06 T

(IV-136)

where

F = volatilization mass flux, g/cm2/hr

P“ = saturation vapor pressure of pure liquid toxicant, atm

MW = molecular weight of toxicant

T = temperature of ambient water, “K

k = gas phase transfer coefficient, cm/hr.

The expression for the gas phase transfer coefficient was shown earlier in Equation

II-46. A suggested default value is 3000 cm/hr. The saturation vapor pressure of a

number of toxicants were shown earlier in Tables II-5 through II-9. Weast (1969)

also contains extensive data.

Based on the amount of pure toxicant (M) contained within a spill area (A), the

time required to volatilize the chemical is:

where

t = time, hr

M = mass, kilograms

A = 2area, m

This expression is limited to situations where the spill

size over the period of volatilization so it is not appli

where the area could change rapidly with time.

4.9.3.5.2 Analysis of Chemicals Which Instantaneously Mix

(IV-137)

area A is of constant

cable to unconfined spills

Depending on the mass of spilled toxicant and its volubility, the spilled

toxicant may rapidly attain concentrations in the water column below volubility.

Under these circumstance, Equation IV-138 presented below can be used. The analysis

below assumes that Henry’s Law is valid (e.g. the mole fraction of dissolved chemical

is much less than 1.0) which is reasonable for many toxicants only moments after a

spill.
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It is worthwhile to calculate the volume of water required for a mass M of

spilled chemical to be diluted to its volubility limit. This can provide a rough

idea as to whether mixing is likely to be “instantaneous” or not. Suppose that a

mass M of spilled chemical has a volubility Cs. The volume of water needed to be

mixed with the pure chemical so that the volubility limit is achieved is:

Mx 108Vo= ~
s

(IV-138)

where

M = mass of spill, kg

Cs = volubility, mg/l

V. = volume of water, m 3

The concentration profile resulting from an instantaneous spill (and assuming

concentrations at or below the volubility limit are rapidly attained) is expressed

by:

c= ‘D ~xp ‘&- k t + ~,k~xk
[ 1

.% ~-,xp(-ketjj (IV-139)
2AC fit 4Dt e

v i

where

C = dissolved phase concentration

‘D = -~

M = total mass released

The remaining variables have been previously defined.

In most instances the user would like to predict the maximum concentrations remaining

in the river for different elapsed times following the spill, given by the peaks in

Figure IV-53. Under such conditions, and assuming P = O, Equation IV-139 simplifies

to:

c ‘D
max = 2Acfit

exp (-ket) (IV-140)

The various components of the mass balance at time ts follow (for P = O).

Mass of dissolved pollutants MD (t = ts):

MD (t =tJ =t4Dexp (-kets) (IV-141)
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FIGURE IV-53 HYPOTHETICAL DISTRIBUTION OF TOXICANT AT VARIOUS
LOCATIONS FOLLOWING A SPILL

Mass of sorbed pollutants MS (t = ts):

14s KpSNOexp (-kets)

Mass of pollutant which was volatilized Mv (t = ts):

Mv (t = ‘D ‘it~) =7
[ 1
l-exp(-kets)

e

Mass of pollutant which has decayed PIDk (t =ts):

‘Dxki
‘Dk (t = ‘s) ‘~ ~ - exp(-ket~)]

e

(IV-142)

(IV-143)

(IV-144)

Equations IV-140 through IV-144 allow the user to assess the fate of the pollutant

for any desired time t~ following the spill.

A direct extension of the instantaneous pollutant release in a plane is the

volumetric release, where the pollutant is effectively released within some initial
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volume of water. For this case, the dissolved phase concentration is:

~[erf(~)-erf(~)l  (ex,(-kJ)) (IV-145)
c = 2V0

where

L = length of zone of initial contamination

erf = the error function

All other variables have been previously defined.

The location of the maximum concentration for any time ts after release is

approximately given by:

x = ut~ + L/2 (IV-146)

4.9.3.6 Spill Analysis of High Density Toxicants

Spills of hazardous chemicals have been of concern for quite a number of years,

and interest will increase as the quantity and variety of toxi

increase. In past years the primary emphasis has been on anal

oil spills. This has probably been for a number of reasons:

l Large quantities of oil are transported, and are

to more frequent spills.

cants transported

ysis and containment of

therefore subject

c The environmental consequences of an oil spill can be severe and

visually offensive.

o Oil floats, so oil spills are easy to detect and monitor.

In contrast to oil, many hazardous chemicals have specific gravities greater

than one, so that in their pure form, they tend to sink in water. Table IV-40 lists

some such chemicals. Chlorine, although it may be transported under pressure as a
liquid, is a gas under atmospheric conditions. Even so, if a liquid chlorine barge

were involved in an accident on a river some of the chlorine could become dissolved

in the water since the volubility of chlorine in water is 50,000 mg/l, although most

would probably gasify and form a toxic cloud.

The chemicals shown in Table IV-40 are generally either slightly soluble

(10 to 10,000 ppm) or soluble (l0,000 to 1,000,OOO ppm). In any case the volubility

levels generally exceed or greatly exceed proposed water quality criteria. Thus if a

mass of chemical were spilled into a river, it is to be expected that concentrations

near the chemical’s volubility limit could be detected in the immediate vicinity of

the spill. As the chemical is dissolved and travels downstream, it could eventually

become mixed over the channel cross-section and expose all organisms living within

the water column (and perhaps those living in the bedded sediments as well) to its

effects. With increasing distance the concentrations of the toxicant will decrease

to reflect the additional mixing afforded by the flow of the entire river, plus
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TABLE IV-40

WATER-SOLUBLE, HIGH DENSITY (p>1), IMMISCIBLE CHEMICALS

Density Solubility
in air in water Interfacial Tension (dynes/cm)a

Species (91cm3) (mg/l) Air Water Vapor

Acetic acid

Acetic anhydride

Acetophenone

Aniline

Benzaldehyde

Benzyl alcohol

Bromine

Carbon disulfide

Carbon tetrachloride

Chlorine (liquid)b

Chloroform

Chloropthalene

Dichloroethane

Ethyl bromide

Ethylene bromide

Furfural

Glycerol
Hydrogen peroxide

F!ercuryc

Naphthalene

Nitrobenzene

Phenol

Phenylhydrazine

Phosphorus trichloride

Trichloroethane

N-Propylbromide

Quinoline

Tetrachloroethane

Waterb

1.06

1.087

1.03

1.022

1.04

1.043

2.93

1.26

1.595

3.2

1.5

1.256

1.431

2.18

1.159

1.26
1.46

13.54

1.15

1.205

1.071

1.097

1.5

1.325

1.353

1.095

1.60

1.00

a In air, water, and its own vapor.

b Under pressure.

50,000 68.0300

500,000 -

5,550 -

34,000 44.0

1,000 40.04

46,000 39 “ 020”

41.700 41 “ 520”

2,200 -

500 -

50,000 -

5,000 27”1420”

9,000 23.4350

10,600 -

4,300 -

83,100 43.5200

50,000 -

.0005 470

30 28.8127.

1900 43”920”
67,000 40.9200

50,000 -

10 22144”
2,500 -

60,000 45”020”
3,000 36.3 22.5°
N.A. 73.05180

Temperature is “C.

27”B20”
32.720.

39”820”
42.9200

15.51200 -

4“7522.50 39-0200

48”3620”

4520”

32”82(?=
40.74200

31 “220”
36.54200

63.4180

375200

N.A.

41.520.

26.95200

18”42@

24”1520”

38”3720”

43”5200

76.118.20

28.812F

43.9200

40.0200

46.120C,

29.1206

19”6520”

72

c Mercury and water data included for reference.

From: Thibodeaux (1979)
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dispersion, degradation, and volatilization processes.

A technique is presented here to estimate the concentration which can exist in

the water column and the duration of the elevated levels following a spill. In

particular tools are presented to predict:

@ The concentration of toxicant in the water column at the downstream

end of the spill
l The concentration of the toxicant after it has become completely

mixed with the entire river

@ The time required to dissolve the spilled toxicant

l The amount of toxicant remaining sorbed to the bottom sediments and in

the pore water following dissolution.

It is, of course, more accurate but more costly to measure concentrations directly

rather than predicting them. However, since the toxicant is “somewhere” on the river

bottom, and might not be immobile, detecting the location of the toxicant will take

time. By estimating the dissolution time of the spill, it can be determined if it is

feasible to even set up and carry out a sampling program.

The tools delineated above are useful not only to analyze spills which have

occurred, but also for answering hypothetical questions which relate to the consequence

of spills based on river traffic, sizes of containers, kinds of toxicants being

transported, and characteristics of the rivers. Based on this information the user

can evaluate possible “spill scenarios” to predict impacts before they occur. Such

information would be useful to formulate post-spill responses. In situations where a

spill of a toxicant would produce extreme consequences, provisions could be made to

mitigate the consequences before they occur.

4.9,3.6.1 Description of Spill Process

Spills which contaminate rivers can be the result of a variety of accidents:

leaking barges, broken pipelines, highway accidents, and clandestine dumping.

The scope here is limited to those situations where the toxicant has been deposited

on the bottom of the river. This situation is most likely to result from an accident

on or under the water’s surface. Figure IV-54 conceptualizes what might happen when

a barge carrying a high density pollutant ruptures.

Depending on the volume of contaminant, the size of the hole, among other

factors, the toxicant might issue from the barge as a continuous jet. However,

because the volumetric flow rate of the jet is probably small, and perhaps even

intermittent, the toxicant probably breaks up into drops of various sizes as it

falls through the water column. Some of the finest drops might never reach the

stream bed, but rather be transported in suspension within the water column, and

gradually dissolve. The majority of the toxicant may settle on the river bed and

form drops, globs, or pools (using the terminology of Thibodeaux, 1979). The drop
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FIGURE IV-54 ILLUSTRATION OF HYPOTHETICAL SPILL INCIDENT
(FROM THIBODEAUX, 1979),

size depends on the intrafacial tension and density differences between the toxicant

and the water (Hu and Kintner, 1955). Pools tend to form in the valleys of sand

waves, and occur when large drops or globs coalese. Thibodeaux (1980) provides

techniques to estimate the residence time of drops, globs, and pools. For the

simplified analyses here the spill is assumed to be in the shape of a continuous

pool .

4.9.3.6.2 Fate of Pollutant Following Settling

Once the toxicant has settled on the river bed its fate is governed by numerous

processes. Depending on the texture of the bottom materials (e.g. sands, cobbles,

boulders), the density of the toxicant, and its interracial tension, the toxicant

could settle in deep depressions, and dissolution would be slowed.

Many pollutants have large partition coefficients so that sorption to bottom

sediments is significant. The characteristics of the sediments affect the partition

coefficient, but in many cases sorption can compete with dissolution as a major

process controlling the pollutant’s fate. Although transformation processes other

than sorption and dissolution are operative the moment the toxicant enters the water,

they are not considered here.

In September 1974 an electrical transformer being loaded onto a barge fell

into the Duwamish Waterway in the State of Washington (Thibodeaux, 1980). 260

gallons of Aroclor 1242, a PCB mixture of specific gravity 1.4, were spilled into the

river. Divers observed that pools of free PCB on the bottom moved back and forth

with the tide. Pools of PCBs were removed from the bottom using suction dredges, and

a second stage operation involved a high solids dredge. Probably due to its low

volubility (0.2 ppb) and high sorption characteristics, much of the PCB was recovered

(from 210 to 240 gal ions).

-447-



4.9.3.6.3 Predictive Tools

It is hypothesized that a toxicant spill contaminates an area of width Ws

and length Ls, where the length is measured in the flow direction. The toxicant

which reaches the river bed is assumed to be highly concentrated, and its dissolution

is controlled by

vertical flux of

into the river.

of the diffusion

by Mills will be

a thin layer immediately above where molecular diffusion limits the

the pollutant. Above this layer the toxicant is rapidly entrained

There are several expressions available to determine the thickness

layer (e.g. Novotny, 1969 and Mills, 1976). The expression developed

used here, because the required information is easier to attain

while the two approaches appear to give comparable results. The expression is:

11.6 l 1.49 V Rh ‘/6

‘d = G Un
(IV-147)

where

6d =

‘h =
u=

n =

thickness of diffusive sublayer

dynamic viscosity of water

hydraulic radius of the river

river velocity

Manning’s coefficient.

Just downstream from the spill zone, but before complete mixing with the river,

the concentration of the toxicant in the water column is:

()

- DCWLS

CL = (CO-Cs) exp —6dH U + ‘S

where

co = background concentration of chemical

Cs = volubility of chemical in water
DCw = diffusion coefficient of chemical in water

H = water depth

U = river velocity.

The concentration at the location of complete mixing is:

Ii w

CWM ()
~+ co 1 - f= CL-W

(IV-148)

(IV-149)

where

Ws = spill width

w = river width.
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The time Td required to dissolve the chemical is:

‘d=+ (IV-150)

where

‘D = total amount of pollutant which is dissolved (an amount less

than or equal to the amount spilled).

As the spilled toxicant dissolves in the flowing river water, it concur-

rently diffuses into the immobile bedded sediments, where a portion is sorbed

onto the sediments. Consequently, some residual toxicant will remain in the bottom

sediments following the initial dissolution phase. The residual will then slowly

diffuse and desorb back out into the river, although diffusion deeper into the

sediments can also occur because of the concentration gradient. The time required

for the residual toxicant to naturally desorb and diffuse back into the water column

can greatly exceed the original period of dissolution.

The quantity of toxicant which resides in the sediments following the initial

dissolution period can be predicted as follows. It is assumed that the dissolution

and downward diffusion/sorption proceed independently until all the spilled toxicant

has been removed. The time t can be found such that this statement is true. From a

practical standpoint, the user can simply determine the time required for complete

dissolution, and then find the total mass which would have diffused/sorbed into the

bottom sediments during this period. Since this approach accounts for more toxicant

than was originally present, the time period should be decreased by the fractional

amount of toxicant created. If the amount of excess toxicant is no more than 15

percent of the total amount spilled, then a time adjustment is not required.

Based on the processes of sorption and diffusion the vertical profile of

dissolved chemical in the river bed at time t following the appearance of the

toxicant on the bottom is given by:

c-c.

~= -
()1 ‘rf + (IV-151)

where

C = concentration of dissolved chemical in the pore water, in units

of mass of dissolved chemical per unit volume of pore water

Cb = background concentration of chemical in pore water

Cs = volubility of chemical in water

z = vertical distance, measured downward from the sediment-water interface

D=
P ( )

De/l+ P~K ~pn
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De = effective molcular diffusion coefficient

FJ~ = density of sediments

K
P

= partition coefficient

n = porosity of porous medium.

From Equation IV-151, the total mass of pollutant found in the sediments

at time t is:

MT =!(c + cs) .0

J( )
= Acn C+cs (jZ

(IV-152a)

(IV-152b)

where

Ac = spill area

Cs = concentration of pollutant sorbed to sediments, per unit volume

of pore water.

Cs can be related to C by:

()
CS=CPK ~

SP

Combining Equations IV-151, IV-152 and IV-153 the total mass in

is:

(
MT= 0.563nCs  1 + pskp :

)
Ac ~

(IV-153)

the sediment

(IV-154)

The following is an excerpt from Chemical Engineering Volume 80,  September 3,

1973, as reported in Thibodeaux (1979).

“Approximately 1.75 x 106 lbs of chloroform were released

from a barge that sank near Baton Rouge, Louisiana, and the

chemical began flowing down the Mississippi River toward the

Gulf of Mexico. Although state health officials did not push

the panic button, noting that they did not anticipate too much

trouble from the accident, the U.S. Coast Guard warned downriver

communities to keep a close surveillance on their water supply

systems, particularly if intakes were close to the river bottom

(chloroform is heavier than water).”

Based on the low flow conditions and the time history of the chloroform concentra-
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tion much of the chloroform (of specific gravity 1.5) was initially deposited on

the river bed. Determine the fate of the chloroform during the first few days

following the spill. The following processes are considered:

l Dissolution into the main body of the water

6 Diffusion and sorption into the bottom sediments

o Volatilization into the atmosphere

l Sorption to suspended sediments.

Since chloroform is highly volatile and does not have a strong tendency

to sorb to solids, volatilization is an important process controlling its fate,

while sorption is not. The following analysis substantiates this statement.

The data pertinent to the spill are (Thibodeaux, 1979; Neely et al., 1976):—.

River flow rate = 7590m~/sec (268,000 cfs)

Width of river = 1220 m = 4000 ft

River velocity = 56.3 cm/sec = 1.85 ft/sec

Water depth = 11 m = 36.3 ft

Diffusion coefficient of chloroform in water = 1x1O ‘5 cm2/sec

Length of spill zone = 180 m = 590 ft

Background chloroform concentration = 5 ppb.

Using a Manning’s n of 0.03, the diffusion layer thickness is:

~ = 11.6x 1.49x .915x 10-5_——
-X 1.85x0.03

X (36)’/6 = 9 X 10-4 ft = 2.8 X 10-2CM

The average concentration of chloroform in the water just below the spill zone

during the period of dissolution is:

CL = (5 x 10-3- 8200) exp
(

-1. X 10-5 X 180

)
+ 8200

2.8x 10-2 X 11. X 56.3

= 850 ppb

In order to estimate the time required to dissolve the chloroform the average

width of the spill zone is required. The width is estimated to be 256 ft (78 m)

(Thibodeaux, 1981).
Based on these data the dissolution time is:

~ . 0.9 X1,15 x 106
d ——-= 20 days5.38 X .850 X 1.85 X 156 X 36.3

The factor 0.9 is used in the above expression because about 10 percent of

the spill dissolved before ever reaching the bottom (Neely et al ., 1976).

The amount of chloroform which diffused and sorbed into the sediments
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during thi

bottom is

This is a

contained

s time period (20 days) will be estimated. The porosity of the sandy

approximately 0.35, and the partition coefficient is assumed to be 1.0.

realistic value based on Kow = 93 (see Table II-5). The total mass
in the sediments after 20 days is:

= .35 (180x 78) (1+2.65 X 1 X%)4
4.10-5

‘Tots 1
8200 X 20x86400

1x2.65 x 1 X .65_
.55

x 10‘2-3X (5-4.437) s6000 kg

6000 kg is less than 2 percent of the total mass which reaches the bottom

(715,000 kg). Based on this result, it is not likely that the dissolution period

is markedly affected by diffusion of the chloroform into the bottom sediments.

Because of the vertical concentration gradient that has been established in the

sediment profile, some of the chloroform will temporarily continue to diffuse

downward after the dissolution period. Hence concentrations in the water column

due to resorption of the chloroform and upward diffusion back into the water

column are not likely to be high compared to those observed during the initial

dissolution period.

Following the chloroform spill, chloroform concentrations were measured

at several locations in the Mississippi River below the spill. Figure IV-55a

shows the time history of the chloroform concentration at a location 16.3 miles

below the spill for the first 60 hours following the spill. A more compressed

time scale is shown in Figure IV-55b and illustrates how the concentrations varied

for 20 days following the spill. The peak concentration passes very rapidly (on

the order of 1 day) and the maximum observed concentration is about 365 ppb. At

this location, the chloroform is approximately well

point (Neely et al., 1976).——
Based on Figure IV-55b the total amount of chl

can be estimated as follows:

~ass =~Qdt = ~Cdt

-mixed with the river at this

oroform passing the location

The right-most integral is simply the area under the concentration-time curve in

Figure IV-55b. Without showing the calculations, the total mass of chloroform

(above background) which passes the location 16.3 miles below the spill is about

300,000 kg. Since the total amount of chloroform spilled was about 800,000 kg,

more than half of the chloroform was unaccounted for. It is unlikely, as earlier

calculations showed, that diffusion and sorption into the bottom sediment was

significant. Volatilization could be important and will be discussed shortly.
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FIGURE IV-55A CHLOROFORM CONCENTRATION IN WATER COLUMN
FOR FIRST 60 HOURS FOLLOWING A SPILL
16.3 MILES UPSTREAM.

The observed results shown in Figure IV-55a are compared against those
predicted in this example. A concentration of 850 ppb was predicted just below

the spill site; the maximum shown in Figure IV-55a is 365 ppb. It is expected,

for several reasons, that the concentrations 16.3 miles below the spill site will

be less than at the spill site. First it is probable that additional dilution

occurred as the chloroform was transported to the sampling site. An estimate of

the dilution can be attained by multiplying the river width by the spill width,

or:

The well-mixed concentration becomes:

850
m = 60ppb

Comparing this to Figure IV-55a, it is noted that this value approximates the

average concentration following an elapsed time of about 20 hours, but misses the

peak during the first 20 hours. There may be a number of factors responsible for
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FIGURE IV-55B CHLOROFORM CONCENTRATION IN THE
MISSISSIPPI RIVER AT A LOCATION 16.3
MILES BELOW THE AUGUST 19, 1973 SPILL.

this behavior, and one of the most important will be examined here. During the

spill of chloroform, it was estimated that about 10 percent, or 80,000 kg were

transported downstream directly without ever reaching the river bottom. The

travel time to the sampling site is:

16.3 mi
1.26 mph = 13 hours

Figure IV-55a shows that this coincides with the arrival of the peak at mile

16.3. The peak concentration can be estimated using Equation IV-140 presented

earlier. The diffusion coefficient is approximately 210m2/sec (Mc Quivey

et al., 1976) for the lower Mississippi River. The predicted peak in concentration—.
at mile 16.3 is:

c=
80000x 103

= 520 ppb
2x 4000x 36.3x (.3048)2 ti*210*3600*13
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This concentration is somewhat higher than the maximum 365 ppb observed, but

this is to be expected since Equation IV-140 assumes the mass is input instantan-

eously, while in reality about 8 hours elapsed. Further if the concentration due

to the dissolved portion of the spill is calculated at 20 hours, a concentration

of 15 ppb is obtained. This illustrates that the mass due to initial dissolution

has almost passed the sampling location, and the remaining contribution to the

elevated concentrations measured is due largely to dissolution of chloroform which

has settled on the river bottom. It appears that there are two basic phenomena

which account for the measured concentration-time profile: an initial period of

dissolution of chloroform (less than 1 day) before it settles to the bottom, and a

subsequent period (10 to 15 days) of dissolution of settled chloroform.

The absence of an adequate mass balance between the amount of chloroform

which entered the river as a result of the spill and the amount which passed a

location 16.3 mi below the spill has not been addressed. Volatilization losses

could be one reason for the imbalance.

Equation IV-123 can be used to estimate the volatilization losses. Since the
chloroform was initially deposited on the bottom of the river, during a portion of

the travel distance it was not in contact with the atmosphere, and so volatilization

could not occur. The approximate travel time for vertical mixing to occur is

(Fischeret  al., 1979):——

~ = 0.4 H2——
Ez

where

H = water depth

&z = vertical diffusivity.

Choosing an Cz value of 50 cm2/see, based on Fischer et al. (1979) and a——
depth of 11 m, the travel time required to effect vertical mixing is:

t = 0.4 (1100)2 ~r
50 “ 3600

= 2.7 hrs

Based on a velocity of 1.85 ft/sec, the travel distance is about 3.3 miles.

Hence the pollutant is in contact with the atmosphere for about 13 miles.

Since only the dissolved phase of chloroform volatilizes, the fraction

of the total chloroform as solute will be estimated using Equation IV-109:
c.

C=*

The partition coefficient Kp was estimated as 1.0. The sediment concentra-

tion is about 400 ppm. Hence:

c 1—. =1.0
Ct 1 +1X400+10-6”
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Thus, essentially all the chloroform is dissolved and is available for volatilize-

tion.

Henry’s Law constant for chloroform can be found based on the data in

Table II-5:

Henry’s

Vapor pressure = 150 Torr

Volubility in water = 8200 ppm

Molecular weight = 118.

Law constant is:

150x 118 = 3 x 10-3 :~#
760 X 8200

From Table 11-15 a typical volatilization rate

The average chloroform concentrations for

collection point are:

200 ppb for 1 day

40 ppb for the next 9 days

10 ppb for the next 9 days.

The total amount of chloroform volatilized is (using Equation IB-109):

X kv Ci Ac At

=0.17x 24x 1200x

= 5.8 X 107 = 58000
9

Hence, all of the unaccounted

volatilized within 13 miles.

is about 17 cm/hr.

the 13 miles above the data

21 X 103(200 +40x 9+ lox 9 -5x 19)x 103

kg

for chloroform (about 480,000 kg) could not have

Over 50 percent of the chloroform still remains unaccounted for. It is

possible that other transformation processes were operative. The environmental

fate of chloroform in terms of photolysis, hydrolysis, oxidation, and biological

degradation was reviewed in Callahan et al., 1979. It was concluded that these——
processes are of minor importance compared to volatilization and so are probably

not significant here.

It is possible that the samples of chloroform shown in Figure IV-55b were not

cross-sectional averages. The chloroform concentration could have been weighted

toward the stream bottom or toward one side. A dye study performed by Mc Quivey

(1976) on the lower Mississippi River showed that 50 miles were required before

complete mixing was attained, while the sampling was conducted 16.3 miles below

the spill. Even though chloroform does not sorb strongly, there is a possibility

that the suspended solids and bed load concentration near the bottom of the river

were high enough to cause substantial sorption. Based on the evidence there is a

distinct possibility that some of the “missing” chloroform was actually advected

past the sampling locations without being detected.
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4.10 METALS

4.10.1 Introduction

4.10.1.1 Background

In addition to organic chemicals, metals comprise a second major category of

toxic contaminants which are discharged into rivers. Metals differ from toxic

organics in a number of ways, and these differences influence the approach used to

predict their fate. One difference is that metals are naturally occurring elements

and their fate can be detailed individually since the number of different elements is

relatively small. In contrast, an individualized approach is not always feasible for

the thousands of organic toxicants. However, basic properties of many organic

chemicals have been tabulated or are derivable which can be used to predict their

fate.

Two, organic chemicals are occasionally spilled into rivers because many of the

chemicals are transported in large volumes. Metals, on the other hand, most often

enter rivers from continuous sources. Consequently, methods to handle spills, while

being an integral part of the screening procedures presented for organic toxicants in

the previous section, are not emphasized here.

Three, metals are naturally occurring and are cycled throughout the environment

by biogeochemical processes. Consequently it is not appropriate to arbitrarily

ignore background concentrations of metals, an approach reasonable for synthetic

organic toxicants. Background sources of metals can produce concentrations which, in

certain instances, approach water quality standards.

Four, the fate of many metals is predominantly controlled by transport processes

since they generally do not degrade, volatilize, or photolyze as do many organic

toxicants (although there are exceptions). However, metals do speciate into many

different forms in the aquatic environment, and the species may differ in toxicity

and behavior.

4.10.1.2 Organization

Screening methods presented in Section 4.10.3 can be used to predict the fate of

metals. These tools assume that metals are distributed between two basic phases:

dissolved and adsorbed. Linear partitioning is used to represent equilibrium adsorp-

tion and thus to quantitatively relate the two phases.

In Section 4.10.4, a detailed analysis of the speciation of arsenic, cadmium,

chromium, copper, lead, mercury, nickel, silver, and zinc (As, Cd, Cr, Cu, Pb, Hg,

Ni, Ag, and Zn, respectively) is presented. The major processes affecting speciation

are delineated, and the equilibrium model MINEQL is used to predict the speciation of

the above solutes for 14 different rivers and an acidified lake in the United States.
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Simulated metal concentrations vary from background to well above the 1984 U.S. EPA

water quality criteria.

While the tools presented in Section 4.10.3 can be used independently of metal

species distribution predicted by MINEQL, the two approaches can be coupled together

to estimate species concentrations at different locations throughout a river. The

steps required to accomplish this are described at the end of Section 4.10.4.

Because of the potential importance of background contributions of metals,

methods are presented in Section 4.10.2 to address this problem. Since background

sources can be significant, this contribution should not be arbitrarily dismissed.

Numerous case studies of metals in rivers in the eastern and western United

States are also reviewed. The reviews may help the user to understand how metals

respond to different aquatic conditions and to establish concentration ranges which

have been documented in past studies.

Finally, in Section 4.10.5, guidance is provided for a limited field sampling

program and river/stream reconnaissance. A primary reason for suggesting a low-level

data collection program is a concession to the difficulty of predicting metal concen-

trations in rivers. Although users are not required to perform a field study before

doing the screening analyses, in some instances they may decide a limited field study

is appropriate.

The data requirements for the screening methods are summarized in Table IV-80 of

Section 4.10.5. Because degradation or removal rates are not required for the

screening analyses, the data requirements are somewhat more modest than for organic

toxicants. The more important data are flow rates, loading rates, background levels,

and partition coefficients. Section 4.10.5 provides more discussion on the relative

importance of the data requirements. A summary of the screening methods for metals

is shown in Figure IV-56. An application and summary of the methods has recently been

published (Mills and Mok, 1985). Also, many of the algorithms presented in Section

4.10 have been programmed for microcomputers (Mills, et al., 1985)..—

4.10.2 Water Quality Criteria, Background Concentrations, and Case Studies

4.10.2.1 Water Quality Criteria

Table IV-41 summarizes the most current U.S. EPA criteria (Federal Register

July 29, 1985 and November 28, 1980) for the protection of freshwater aquatic life

for arsenic, cadmium, chromium, copper, lead, mercury, nickel, silver, and zinc. The

1984 criteria pertain to arsenic, cadmium, chromium, copper, lead, and mercury. The

1980 criteria pertain to nickel, silver, and zinc. Many of the criteria depend on

water hardness. Examples are shown in the table for harnesses of 50, 100, and 200

mg/l as CaC03. At the bottom of the table, expressions relating hardness to the

water quality criteria are shown. Note that the water quality criteria are expressed
as total dissolved metal.
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FIGURE IV-56 SUMMARY OF SCREENING PROCEDURES FOR METALS IN RIVERS
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TABLE IV-41

WATER QUALITY CRITERIA FOR SELECTED PRIORITY METALS FOR
PROTECTION OF FRESHWATER AQUATIC LIFE

(1980 and 1985 U.S. EPA Criteria)

4 day Average Concentration 1 hour Average Concentration
Not to Be Exceeded More Not to Be Exceeded More

Total Dissolved Metala Than Once Every 3 YearsbSc Than Once Every 3 Yearsb>c

Arsenic 190 360
(trivalent inorganic)

Cadmium 0.66, l.l, 2C 1.8, 3.9, 8.6C

Chromium (hexavalent) 11 16

Chromium (trivalent) 120, 210, 370C 980, 1700, 3100c

Copper

Lead

Mercury

Nickel

Silver

Zinc

6.5, 12, 21c

1.3, 3.2, 7.7c

0.012

56, 96, 160c
(30 day average)

(30 day ~~erage)

9.2, 18, 34c

34, 83, 200c

2.4

1100, 1800, 3100c
(instantaneous maximum)

1.2, 4.1, 13C
(instantaneous maximum)

180, 320, 570c
(instantaneous maximum)

aThe total dissolved metal is defined to be “acid soluble”. No approved methods are
presently available. The total recoverable method is recommended.

bThe water quality criteria (g/l) are related to water hardness (mg/l as CaC03) as:
Arsenic: independent of hardness

Cadmium = exp (0.7852 (ln (hardness)) -3.49), 4-day average
exp (1.128 (ln (hardness)) -3.828), l-hour average

Chromium (VI): independent of hardness

Chromium (III) = exp (0.819 (ln (hardness)) + 1.56), maximum, 4-day average
exp (0.819 (In (hardness)) + 3.688), l-hour average

Copper = exp (0.8548 (ln (hardness)) -1.465), 4-day average
exp (0.9422 (ln (hardness)) -1.464), l-hour average

Lead = exp (1.266 (ln (hardness)) -4.661), 4-day average
exp (1.266 (ln (hardness)) -1.416), l-hour average

Mercury: independent of hardness

Nickel = exp (0.76 (ln (hardness)) +1.06), 30-day average
exp (0.76 (ln (hardness)) +4.02), maximum at any time

Silver = exp (1.72 (ln (hardness)) -6.52), maximum at any time

Zinc = exp (0.83 (ln (hardness)) +1.95), maximum at any time

cThe three water quality criteria are examples for total hardness levels of 50, 100,
and 200 mg/l as CaC03.
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4.10.2.2 Background Levels of Metals

4.10.2.2.1 Introduction

In contrast to most organic toxicants whi

environment, metals occur naturally and cycle

the environment. Consequently, of the metals

ch are not initially present in the

by biogeochemical processes throughout

that may be present in a stream or

river, a small fraction, a moderate fraction, or nearly all might be from natural

sources.

When trace metal concentrations in streams are analyzed to see whether water

quality standards are violated, and whether wasteload allocation schemes are required,

a knowledge of background sources should be included as a part of the analysis.

Background sources can be defined to include both natural sources and sources produced

by man which are transported across watershed boundaries (e.g. dry deposition of

metal-enriched ash). Background sources can also be thought of as sources which are

not readily controllable, and thus contributions from these sources are likely to be

present regardless of the remedial action chosen.

In this section, coverage of background sources is limited to weathering from

rocks and riparian soils. Typical values of metal concentrations are provided.

However, metals are not uniformly distributed throughout the environment but can be

locally enriched in natural deposits. Should a river intersect a mineral deposit, the

levels of metals in the stream from this source can be high. Contributions of

background sources can be quantified by sampling upstream of the locations of major

anthropogenic influence.

4.10.2.2.2 Stream Contributions From Rocks and Soils

Tables IV-42 and IV-43 summarize data which show typical concentrations of

metals and inorganic in soils and rocks. The soil samples from New Jersey and New

York in Table IV-42 are generally similar to average concentrations in the earth’s

crust. However, deviations can occur locally, so these numbers should be used with

caution. Soil Conservation Service soil surveys might provide data on levels of

metals in local soils. Chapter 3 also provides additional data.

Concentrations of metals in streams from the background sources can be estimated

from the following formula:

Cb = X“S”10-3 (IV-155)

where

x = metals concentration in soils, pg/g

S = background instream suspended solids concentration, mg/l

Cb = total metal concentration in the stream due to the soil and rock particles

in suspension and may include a dissolved component, Vgll .
As an example, suppose a stream has a background suspended solids level of 40 mg/l.

Based on a typical zinc concentration of 80Ug/g in soils,
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TABLE IV-42

TYPICAL CONCENTRATIONS OF METALS IN SEVERAL SOILS
AND IN THE EARTH’S CRUST

(Values in pg/g)

Soils in Soils in Upstate Average in

Metal New Jerseya New Yorkb Earth’s Crustc

Ag

As

Cd

Cr

Cu

Hg

Ni

Pb

Zn

--

--

--

9.3

40.5

--

11.9

86.8

96.3

aKubota et al . (1974).

bWi lber and Hunter (1979).

cWeast (1977).

--

--

0.2

--

21.6

--

--

7.9

79.9

0.5

5.0

0.15

10.-100.

4.-55.

0.005.-1.0

80.

15*

50.

Cb = 40s80.10-3= 3 Pg/1 of zinc
This is less than 10 percent of the U.S. EPA criteria level of 47 ~g/1 (Table IV-41).

However, for some of the other metals (e.g. copper), typical contributions from

background sources can approach the 30-day criteria.

For a number of the metals (Cr, Cu, Ni, Pb, and Zn), background levels of about

1 pg/1 are common. For Ag, Cd, and Hg, background levels are probably closer to 0.1

wg/1, or even less.

4.10.2.3 Case Studies of Metals in Rivers

4.10.2.3.1 Introduction

This section provides a sampling of case studies of metals in rivers. Case

studies help to reveal important master variables which control the fate of metals.
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TABLE IV-43

AVERAGE CONCENTRATION OF METALS IN VARIOUS TYPES OF ROCK
AND DEEP OCEAN SEDIMENTS

(Values in Kg/g)

Plutonic

Granitic

Ultramafic Basaltic Plagioclase Orthoclase Syenite

Chromium 1.6 X103 170 22 4.1 30

Manganese 1.62x103 1.5 X103 540 370 850

Iron 9.4X104 8.65x104 2.64x104 1.42x104 3.67x104

Cobalt 150 48 7 1.0 1

Nickel 2.0X103 130 15 4.5 4

Copper 10 87 30 10 5

Zinc 50 105 60 39 132

Sedimentary Rock Deep Ocean Sediments

Shale Sandstone Carbonate Carbonate Clay

Chromium 90 35 11 11 90

Manganese 850 100 1.1X103 1.OX1O3 6.7x103

Iron 4.72x104 9.8x103 3.8x103 9.0X103 6.5x104

Cobalt 19 0.3 0.1 7 74

Nickel 68 2.0 20 30 225

Copper 45 1 4 30 250

Zinc 95 16 20 35 165

From: Rubin, 1976.
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Since there are potentially many processes which influence the behavior of metals in

aquatic systems (see Section 4.10.4.1), elimination of processes of secondary im-

portance is beneficial in screening analyses.

Some of the questions which users are likely to pose during a fate analysis

are:

l

l

l

l

l

c

Is downstream transport of metals important? That is, do metals move

downstream in the water column significant distances below their points

of entry or are they rapidly deposited and/or adsorbed in the bedded

sediments so that water column concentrations are rapidly depleted?

Are the metals in the water column present in adsorbed or dissolved

form? Dissolved species are likely to be more toxic and can be trans-

ported further than the particulate form of the metal.

What is the relationship between water column concentrations and con-

centrations in the bedded sediments? Metal concentrations in bedded

sediments are often found to far exceed those in the water column.

What metals are typically present in rivers in the highest concentrations?

What is the effect of a reservoir (or large backwater region) on the

metal concentrations further downstream?

Is metal resorption from bottom sediments likely to occur as a result of

decreased water column concentrations? Resorption is a natural cleansing

mechanism, but may also take a significant period of time (e.g. 1 to 5

years for several stream miles). During the period of resorption, a

low level of metal is maintained in the water column.

A review of case studies often provides insights into resolving these questions,

and others which arise during the course of a study. Methods to address each of

these questions are presented in Section 4.10.3, and general qualitative answers to

these questions are provided in Section 4.10.3.3.

Before discussing individual case studies, the U.S. Geological Survey’s NASQAN.

network is briefly mentioned. Through the USGS’s National Stream Quality Accounting

Network (NASQAN), water quality samples are collected at approximately 345 stations

throughout the United States (Briggs and Ficke, 1977). Among the quality parameters

measured are arsenic, cadmium, chromium, copper, lead, mercury, selenium, and zinc.

The data contained in Briggs and Ficke (1977) are summarized in Tables IV-44 and

IV-45.

Note that the upper limits of the measured concentrations for cadmium, chromium,

copper, lead, and zinc are, at times, close to U.S. EPA criteria for instantaneous

maximum levels (see Table IV-41). The upper levels measured for mercury occasionally

exceed the suggested criteria of 4.1 #g/l (instantaneous maximum). These results

suggest that cadmium, chromium, copper, lead, zinc, and mercury often require careful

investigation on a site-by-site basis.
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2 Case Studies4.10.2.3

The

present in

in Table

following case studies illustrate a range of metal concentrations which are

rivers and streams in the United States. The case studies are summarized

IV-46. A number of different source types are represented.

4.10.2.3.2.1 Flint River, Michigan

The Flint River study in Michigan (Delelos et al., 1983) provides a.—
account of the fate of zinc, cadmium, and copper in the river. Results

detailed

of the study

are used in Section 4.10.3 to compare against predictions made by the analytical

screening procedures in this document.

During the Flint River study, zinc, cadmium, and copper were analyzed in a 60 km

(37 mile) stretch of the river. Data were collected in August 1981, December 1981$

and March 1982. The watershed is both agricultural and urban. Two wastewater

treatment plants provide the main sources of metals within the study reach (in

addition to the flux of metal across the upstream boundary).

Table IV-47 summarizes the reported average metal concentrations and average

suspended solids levels. The metal concentrations shown in the table are the range

of averages at the locations sampled (typically 5 to 9 stations in the 60 km reach).

Zinc and cadmium levels are generally below the criteria levels of 47vg/1 and 2.0

~g/1, respectively, and copper is near its criterion level.
In most cases, the levels of metals in the water column do not decrease substanti-

ally with distance downstream. Figure IV-57 illustrates the total and dissolved

copper levels during the August 1981 survey. Wastewater discharges are present at km

41 and km 71. Only minor sources are present between these locations.

4.10.2.3.2.2 Chattanooga Creek, Tennessee

Chattanooga Creek is tributary to the Tennessee River and is 42 km (20 miles) in

length. The basin is significantly industrialized and contains 18 permitted indus-

trial sources, as well as agricultural and domestic discharges. Past studies indi-

cate that the creek is degraded by both conventional and toxic pollutants. The

September 1980 study of Milligan et al. (1981) report that the creek is contaminated——
with organic and inorganic toxicants. Their findings related to metals are summarized

here.

Figure IV-58 shows the 12 sampling locations selected in the lower 16 km of the

creek. The priority metals detected in the water column and in the sediments are

summarized in Table IV-48. The metal concentrations are generally indicative of

contaminated conditions. Mercury levels in the water column (0.3 to 0.9pg/1)  are

above the 1984 U.S.

chronic toxicity).

in the water column

EPA criteria for the protection of aquatic life (0.2pg/l for

Chromium and zinc levels are near their criteria limits. Levels

appear to be fairly constant over distance. As noted by Milligan
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FIGURE IV-57 MEASURED TOTAL AND DISSOLVED COPPER CONCENTRATIONS
IN FLINT RIVER. MICHIGAN# DURING AUGUST lg~~ SuRvEyC

et al. (1981), the levels of metals in the sediments are from 2 to 50 times higher——
than levels measured in the Tennessee River sediments, which suggest that the source

of metal contamination in Chattanooga Creek is local.

4.10.2.3.2.3 North Fork Holston River, Virginia

Wastes from an inactive chloralkali plant closed in 1972 and located on the

North Fork Holston River continue to contaminate both the water column and bottom
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FIGURE IV-58 EXTENT OF PRIORITY POLLUTANT CONTAMINATION IN CHATTANOOGA
CREEK WATERS.

sediments of the river (Turner and Lindberg, 1978). The river is a fast-flowing

mountain stream with a coarse, rocky substrate in many areas, but with silt and clay

substrates in backwater regions.

Two large settling ponds at the plant site drain into the river and provide the

source of contamination. Upstream of the ponds the levels of mercury are low. 8elow

the plant, the levels increase significantly, as shown in Table IV-49. Upstream of

the plant, the mercury in the water column averages 0.008pg/1,  while downstream, the

average is 0.15 #g/l, a 20-fold increase,

the discharge is in dissolved form.

Plots of total mercury in the water

dischaqe were developed by Turner and Li

are shown in Figure IV-59. They plotted

Approximately a third of the mercury below

column versus distance below the waste

ndberg for loW and high flow rates. They

predicted levels of mercury versus distance,

assuming that the mercury

the mercury appears to be

behaves conservatively in the water column. At high flow,

conservative while at loW flow rates, some loss of mercury
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TABLE IV-49

MERCURY CONCENTRATIONS IN WATER, SUSPENDED MATTER, AND BED SEDIMENTS
IMMEDIATELY UPSTREAM AND DOWNSTREAM OF FORMER CHLORALKALI PLANT

ON NORTH FORK HOLSTON RIVER

Water Column (pg/1) Suspended Bottom

Particulate Hg Sediment Hga
Statistic Total Hg Dissolved Hg W!qlq) J@ ~)

Upstream

Mean 0.008 0.001 0.41 0.13

Standard Deviation 0.004 -- 0.17 0.03

Number Samples 10. 9. 7. 7.

Downstream

Mean 0.15 0.05 7.6 19.3

Standard Deviation 0.05 0.02 3.8 1.2

Number Samples 11. 11. 10. 3.

aSilt-clay fraction only.

from the water column is evident. In both cases, however, mercury is transported far

downstream (120 km) in significant concentrations.

Further down the river, at km 155 (not shown in the figure), is a large impound-

ment - Cherokee Lake. Much of the suspended sediments settle in this lake and take

the adsorbed mercury with them. Mercury in the surficial sediments ranges from about

0.47 pg/g to 2.4Pg/g. These levels are expected based on the levels of mercury

found in the suspended matter in the North Fork Holston River (Table IV-49).

4.10.2.3.2.4 Slate River, Colorado

Slate River, Colorado, is one of a number of rivers and creeks (see Table IV-50)

investigated in a cooperative effort by U.S. EPA’s Environmental Monitoring Systems

Laboratory, Las Vegas, Nevada. The purpose of the investigations was to study

degradation and recovery of biological communities in streams where the toxic metal

concentrations exceed the U.S. EPA’s 1980 recommended acute criteria for aquatic

life. The Slate River study is summarized here as an example (Janik et al ., 1982).

Figure IV-60 shows the station locations on the Slate River and its tributary,

Coal Creek, where drainage from the Keystone Mine enters the creek. Locations
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FIGURE IV-59 COMPARISON OF OBSERVED AND PREDICTED MERCURY CONCENTRATION
CALCULATED FROM A DILUTION MODEL FOR THE NORTH FORK
HOLSTON RIVER.

sampled on the Slate River include a control station (034), two stations in the

Impact zone downstream of Coal Creek (035, 036) and two stations in the recovery zone

(037, 038) .

Table IV-51 shows average concentrations at each station and the water quality

criteria. The criteria are exceeded for arsenic, cadmium, copper, silver, and zinc.

There is generally some decrease in the level of total metals from the impact zone to

the recovery zone, although statistical tests reported by Janik, et al ., indicate

that analytical variation or field replicate variation may be an important reason for

the difference. Even so, water quality criteria are exceeded in the recovery zone as

well as in the impact zone.

Janik et al. (1982) also indicate that a large percentage (generally 75 to 100——
percent) of the metals are transported in the dissolved fraction. While suspended

solid levels are not reported, these results do, in a general sense, appear to be

contradictory to the findings of other investigations.
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TABLE IV-50

STREAMS SELECTED FOR 1980 U.S. EPA FIELD SURVEYS AND METALS
ANTICIPATED TO BE PRESENT IN EXCESS OF U.S. EPA RECOMMENDED

AQUATIC LIFE CRITERIA

Major Pollution Source

Stream Metal(s)

Mining

Prickly Pear Creek, Montana
Silver Bow Creek, Montana
Slate River, Colorado
Tar Creek, Oklahoma
Red River, New Mexico

Industrial

Leon Creek, Texas
Little Mississinewa River, Indiana

Public-Owned Treatment works (POTW)

Bird Creek, Oklahoma
Cedar Creek, Georgia
Maple Creek, South Carolina
Irwin Creek, North Carolina
Blackstone River, Massachusetts
Mill River, Ohio
Cayadutta Creek, New York
White River, Indiana

 References: Janik et al. (1982).

Copper, Zinc, Cadmium
Copper, Cadmium, Zinc
Copper, Zinc, Silver, Cadmium
Zinc, Cadmium, Silver, Lead
Copper, Cadmium

Chromium, Nickel
Lead, Chromium

Arsenic, Selenium
Chromium, Silver
Chromium
Chromium, Zinc, Nickel, Lead
Cadmium, Lead
Nickel
Chromium, Cadmium
Copper

4.10.2.3.2.5 Saddle River, New Jersey

The Saddle River near Lodi, New Jersey was investigated to determine the impact

of urbanization on the levels of heavy metals in the bottom sediments of the river

(Wilber and Hunter, 1979). The study area encompasses a distance of about 13 km (8

mi). The lower 8 km (5 mi) are dominated by nonpoint sources of runoff from the city

of Lodi. Industries and municipalities do not discharge directly into this section

of the river. Further upstream, however, two wastewater treatment plants discharge

their effluent.

The average heavy metal concentrations in the sediments of the river are shown

in Table IV-52. Ninety-six sediment samples from 18 cores were taken. The priority

metals analyzed are lead, zinc, copper, nickel, chromium, and cadmium. The tabula-

tions indicate a general enrichment of each of the priority metals in the lower
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FIGURE IV-60 STATION LOCATIONS ON COAL CREEK AND SLATE RIVER, COLORADO.

urbanized Saddle River. Average enrichment factors (concentrations in the lower

river divided by concentrations in the upper river) are 6.7 for Pb, 3.5 for Zn, 3.1

for copper, 2.8 for nickel, 5.1 for chromium, and 5.2 for cadmium. The results

appear to indicate that the urban nonpoint sources have increased concentrations of

metals in the river’s sediments.

The heavy metal concentrations were subdivided by bedded sediment particle size.

The results are shown in Table IV-53 for sizes ranging from coarse sand to clay.

Generally the concentrations increase with decreasing particle size. However; on a

total mass basis, most of the metals are associated with the larger particles because

the silt-clay fraction comprises only 1 percent of the solids by weight.

4.10.2.3.2.6 Cayuga Lake Basin, New York

The water of 12 streams tributary to Cayuga Lake, New York were sampled for

the priority metals lead, cadmium, zinc, and copper (Kubota et al ., 1974). A number

of the streams flow predominantly through rural countryside and others flow through

the City of Ithaca. Sample collection focused on periods of high and low streamflow

from March through August 1970.
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TABLE IV-51

COMPARISON OF MEAN TOTAL CONCENTRATIONS OF SELECTED METALS (pg/1)
IN THE SLATE RIVER VERSUS U.S. EPA CALCULATED ACUTE WATER QUALITY

CRITERIA FOR AQUATIC LIFE

Stations
Control Impact Recovery

034 035 036 037 038

Hardness (mg/l) 55. 61.

Total Arsenic (Detection Limit = 110.0)
Actual (X) 658.9 1069.7

1980 Criterion 440. 440.

Total Cadmium_(Detection Limit = 7.5)
Actual (X) ND* 13.2

1980 Criterion 2. 2.

Total Chromium (Detection Limit = 5.0)
Actual (X) 9.2 9.8

1980 Criterion** 21. 21.

Total Copper (Detection Limit = 11.0)
Actual (X) 11.0 38.8

1980 Criterion 13. 14.

Total Lead (D@ection Limit = 120.0)
Actual (X) ND ND

1980 Criterion 83. 95.

Total Nickel (Detection Limit = 9.0)
Actual (X) 95.4

1980 Criterion 1174: 1270.

Total Silver (Detection Limit = 12.0)
Actual (X) 12.4 17.7

1980 Criterion 1. 2.

Total Zinc (Dgtection Limit = 9.0)
Actual (X) 55.8 1068.3

1980 Criterion 196. 214.

68.

936.5
440.

10.2
2.

7.7
21.

24.0
15.

ND
107.

72.9
1374.

ND
2.

1005.2
233.

71.

776.6
440.

8.1
2.

7.6
21.

16.6
16.

ND
113.

43.8
1418.

ND
2.

744.5
241.

75.

617.6
440.

9.6
2.

12.4
21.

15.6
17.

ND
122.

45.2
1485.

ND
2.

430.4
254.

*ND = Nondetectable.
**

Criteria are for hexavalent chromium.
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TABLE IV-52

METAL CONCENTRATIONS IN BOTTOM SEDIMENTS OF SADDLE RIVER,
NEW JERSEY, AND IN ADJACENT SOILS

Metal Concentration (pg/g)

River
Mile Pb Zn Cu Ni Cr Cd Mn Fe

16.6

8.2

5.6

1.3

0.5

N/A

38.6

12.6

163.5

152.4

200.0

86.8

84.2

66.4

247.6

275.1

269.8

96.3

Upper Saddle River

28.9 6.5 6.5 0.4 197.4

20.5 6.4 3.6 0.4 111.0

Lower Saddle River

60.3 17.5 24.6 1.7 200.2

61.5 15.2 17.8 1.6 185.2

104.8 22.3 34.9 2.9 164.0

Adjacent Soils in Watershed

40.5 11.9 9.3 not measured 145.0

8439

5956

12872

11092

14565

12300

Data of Wilber and Hunter (1979).

Table IV-54 summarizes the levels of dissolved and particulate lead in the water

column. The concentrations of soluble lead in the rural streams do not differ

appreciably from concentrations in the streams flowing through urbanized areas.

Particulate and dissolved levels of cadmium, zinc, and copper also do not reflect an

impact from urbanization (Tables IV-55 and IV-56). The observed levels of trace

elements in these streams appear to reflect predominantly natural background sources.

4.10.2.3.2.7 Additional Studies

Numerous other studies of metals in rivers can be found throughout the litera-

ture. Of the various priority metals, mercury appears to be the most widely studied.

Some of the remaining literature on metals in rivers is briefly summarized here.

Mercury distribution in the Ottawa River, Canada, has been studied and reported

by a number of researchers, including Ramamoorthy and Rust, 1976; Kudo et al ., 1977;
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TABLE IV-53

AVERAGE HEAVY METAL CONCENTRATIONS BY PARTICLE SIZE
FOR SEDIMENTS OF THE SADDLE RIVER, NEW JERSEY

(ilg/g)

Particle Size (p) River Mile Pb Zn Cu Ni Cr Cd

420-1000
(coarse sand)

250-420
(medium sand)

125-250
(fine sand)

63-125
(very fine sand)

5.8-63
(silt)

0.15-5.8
(fine to coarse clay)

0.01-0.15
(very fine clay)

*
ND = Nondetectable.

16.6
8.2

16.6
8.2

16.6
8.2

16.6
8.2
5.6
0.5

16.6
8.2

16.6
8.2
5.6
0.5

16.6
8.2
5.6
0.5

15

482

23
13
16
90

45
18
11
91

126
349
113
173

360
1127
259
582

860
3073
816
1940

1894
13372
1476
2747

22

413

30

119

48
34
35

135

125
440
155
251

420
3298
389
661

917
3365
1320
2348

2159
21279
4715
4680

11

252

11

44

14
12
6

29

81
3180

31
44

735
1222
151
258

1017
12221

417
1042

2272
84302
1145
1364

4

28

4
4

4
5
4

11

11
21

60
202
23
46

72
559

ND
2907
488
444

5
3

5
3

6
5

18
34
15
27

41
127

201
321
126
563

530
1337
610
852

ND*
0.2
2.0
4.0

ND
0.3
0.5
1.0

0.1
0.5
0.3
0.9

1.4
3.4
1.3
1.3

5.2
14.5

27.9
30.6
26.9

37.9
290.7
120.0
84.0

Kudo et al., 1975; and in the Proceedings of the International Conference on Transport— —.
of Persistent Chemicals in Aquatic Ecosystems, 1974. Much of the research on mercury

in rivers deals with adsorption and resorption between the bedded sediments and the

water column.

Jenne (1972) summarizes concentrations of mercury in rivers throughout the

United States. The U.S. Geological Survey provides a compilation of papers on
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TABLE IV-54

LEAD CONCENTRATIONS IN STREAMS TRIBUTARY TO CAYUGA LAKE, NEW YORK

Soluble pg/1 Particulate Fraction, pg/1

No. Samples No. Samples
With With

D~e&:;;:~e Detectable
Sample Source Meanb Maximum Amounts Mean Maximum

Primarily rural
Canoga 4/8 1.17 2.67 5/8 1.37 2.06
Great Gully 6/8 0.62 1.33 8/8 1.38 6.17
Little Creek 4/7 0.57 1.00 6/7 0.66 1.85
Sheldrake 5/8 0.42 0.67 7/8 1.39 2.62
Taughannock 5/8 0.74 1.00 8/8 1.57 4.01
Salmon 5/9 2.99 16.1 8/9 0.91 2.62
Inlet 8/9 0.66 1.33 8/9 1.89 6.17
Buttermilk 3/8 0.40 0.67 6/8 1.45 3.09

Urbanized
Trumansburgc 4/8 1.11 1.67 7/8 3.94 7.41
Six Mile 6/9 0.73 1.33 8/9 3.14 8.23
Cascadilla 5/9 0.50 1.00 9/9 3.88 6.99
Fall Creek 7/9 0.93 2.67 7/9 2.91 8.33

Source: Kubota et al ., 1974.

aSamples with detectable amounts/total number of samples.

bMeans are given for detectable amounts.

cSampling site located below sewage treatment plant.

mercury (1970) and lead (1976) in the environment. The U.S. Geological Survey (1970)

also has summarized data on selected trace elements (arsenic, cadmium, hexavalent

chromium, lead, zinc, and mercury) in surface waters in the United States.

Finally, the U.S. Environmental Protection Agency has published a series of

documents that review the environmental effects of pollutants. Among the pollutants

reviewed are chromium (Towill et al ., 1978), lead (Bell et al., 1978), and cadmium——
(Hammons et al., 1978).——

4.10.3 Analytical Models for Fate Prediction of Metals in Rivers

4.10.3.1 Introduction

Figure IV-61 illustrates a number of important processes

fate of metals in rivers. Consider an example where effluent
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TABLE IV-55

SUMMARY OF CADMIUM, ZINC, AND COPPER IN PARTICULATE CARRIED
BY TRIBUTARY STREAMS OF CAYUGA LAKE

Cadmium, Kg/l Zinc, pg/1 Copper, pg/1

No. Samples No. Samples No. Samples
With With with

Detectable J Detectable Detectable
Stream Amounts Meanb Amounts Mean Amount Mean

Primarily rural
Canoga
Great Gully
Little Creek
Sheldrake
Taughannock
Salmon
Inlet
Buttermilk

Urbanized
Trumansburgc
Six Mile
Cascadilla
Fall Creek

5/8
6/8
1/7
7/8
7/8
6/9
4/9
5/8

5/8
4/9
6/9
5/9

0.09
0.06

<0.05
0.09
0.11
0.10
0.13
0.10

0.09
0.21
0.10
0.44

8/8
8/8
6/7
8/8
8/8
9/9
8/9
7/8

8/8
8/8
8/8
8/9

6.40
10.28
2.91
5.48
6.95
3.94

10.71
8.96

9.45
10.05
14.67
14.29

Source: Kubota et al ., 1974.

aSamples with detectable amounts/total number of samples.

bMeans are given for detectable amounts.

cSampling site located below sewage treatment plant.

8/8
8/8
7/7
8/8
8/8
9/9
9/9
8/8

8/8
9/9
9/9
9/9

1.69
1.35
1.72
1.11
1.46
1.37
3.37
1.64

1.30
5.92
2.43
2.89

figure overflows into the river. The main objective of predictive analyses for

metals is normally to find their concentration distributions with distance, and

possibly with time (i.e., to find cl, C2, C3, and C4 as depicted in the figure).

Once metals enter a river, they begin to adsorb to particles suspended in the water

column and to particles in the river bed. Eventually, the bed can become contami-

nated with metals at depths below the sediment-water interface ranging from a few

millimeters to many centimeters. If the flow rate in the river were to increase

enough, the shear force exerted by the moving water on the bed would be sufficient

to scour metal-contaminated solids back into the water column. In zones where

velocity is significantly diminished, as in a reservoir, the metal-contaminated

sediments can settle out of the water column, and establish a metal-contaminated
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TABLE IV-56

SUMMARY OF SOLUBLE CADMIUM, ZINC, AND COPPER IN
TRIBUTARY STREAMS OF CAYUGA LAKE

Cadmium, pg/1 Zinc, pg/1 Copper, vg/1

No. Samples No. Samples No. Samples
with with with

D;~;;;b~e Detectable Detectable
Stream Meanb Amounts Mean Amounts Mean

Primarily rural
Canoga
Great Gully
Little Creek
Sheldrake
Taughannock
Salmon
Inlet
Buttermilk

Urbanized
Trumansburgc
Six Mile
Cascadilla
Fall Creek

6/8
5/8
3/7
6/8
4/8
8/9
6/9
7/8

6/8
6/9
2/9
7/9

0.25
0.07
0.20
0.10
0.28
0.10
0.28
1.10

0.07
0.25
0.29
0.17

8/8
8/8
7/7
8/8
8/8
9/9
9/9
8/8

8/8
9/9
9/9
9/9

7.97
1.88
2.24
1.61
1.17
2.27
2.71
0.83

3.20
1.57
1.40
3.51

Source: Kubota et al ., 1974.

aSamples with detectable amounts/total number of samples.

bMeans are given for detectable amounts.

cSampling site located below sewage treatment plant.

8/8
8/8
7/7
8/8
8/8
9/9
9/9
8/8

8/8
8/9
9/9
8/9

0.79
0.40
0.32
0.53
0.53
0.51
0.39
0.54

0.77
0.88
1.70
0.75

layer on the bottom. In the thin layer of contaminated sediments along the bottom,

metal concentrations can be hundreds to thousands of times higher on a unit-volume

basis than in water column.

Tributaries provide dilution water which can rather abruptly decrease metal

concentrations. Also partitioning between the dissolved and sorbed phases can be

shifted if the suspended solid concentrations or other water quality parameters are

altered.

Suppose that the pond overflow in Figure IV-61 is eliminated after a period of

discharge of many years. During the period of the discharge the bottom sediment on

the river has probably accumulated metals. Once the metal concentrations in the

water column are lowered due to elimination of the pond overflow, the metal in the

bed tends to desorb back into the water column, a process which may continue (depend-

-482-



FIGURE IV-61 PHYSICAL PROCESSES INFLUENCING THE FATE OF METALS IN RIVERS

ing on the rate of resorption) for years. Thus, the recovery period of the metal-

contaminated river may take considerably longer than anticipated from the point

source elimination.

The tools presented in this section can be used to address the cases described

above and are limited to steady-state analyses, with the exception of the method

which predicts adsorption and resorption of metals on bottom sediments. The methods

treat metals as pollutants with two phases: an adsorbed phase and a dissolved phase.

Each approach is summarized below.

l Dilution Approach. The change in

assumed due to loading from point

with background water.

metal concentration in a river is

and nonpolnt sources, and dilution

l Dilution Plus Scour or Deposition of Metal-Contaminated Sediments.

Exchange of metal-contaminated sediments between the water column and

river bed can alter the concentration in the water column.
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o Influence of Small Lakes. Small lakes or backwater regions are often

present on river systems, and potentially could be a sink of adsorbed

metals which settle along with suspended solids in these quiescent

regions.

o Resorption from (or Adsorption to) Bedded Sediments. Dissolved metal in

the water column can be adsorbed to bedded sediments if a nonequilibrium

condition exists between the bed and the water column. Similarly,

resorption of particulate metal from bedded sediments may occur if metal

concentrations are reduced in the water column (for exampl, by waste

load allocation).

l Concentration Factors in Bedded Sediments. Concentrations of metals in

many bedded sediments are often significantly higher than levels in the

water column.

While some of the equations presented in the following sections may appear

complicated, the equations are no more sophisticated than the more familiar BOD-DO

analyses presented earlier in the chapter. Even the data requirements are generally

less comprehensive than for dissolved oxygen analyses. However, since the methods

are less familiar, they may require some study before they are fully understood.

4.10.3.2 Dilution Approach

Using the dilution approach, total metal concentration (particulate plus dis-

solved) is simulated as a conservative pollutant. The dissolved component is estimated

from the total concentration using linear partitioning:

c= CT
1 + KmS”lo-6

P
where

C = dissolved phase metal concentration,

(IV-156)

P9/ 1

CT = total metal concentration, ~g/1

S = suspended solids concentration, mg/l

‘P = partition coefficient, cm/gm (or l/kg).
Partition coefficients are summarized later in Section 4.10.4.1.

Under the appropriate conditions the dilution approach appears to be useful for

predicting metal concentrations throughout a river. Before the method is discussed,

the major assumptions inherent in the procedure are reviewed. Decay or other loss

processes (e.g., volatilization) are not considered. For metals this is generally a

good assumption for the range of environmental conditions likely to be encountered in

rivers. Even though the species distribution can change with distance (in response

to a pH change, for example), total metal typically is not degraded. A second

important assumption made in the dilution approach is that the metal in the water

column does not interact with the river bed, either in the particulate form or in the
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dissolved form. This situation is generally true when:

@ The suspended solids in the river remain fairly constant with distance.

If scour or deposition is significant then a net influx or loss of

solids and metals may occur.

l The sources of metals to the river are fairly constant over time. If

major changes in the discharge of-metals occur, this can create a

driving force for adsorption to (or resorption from) the bed, which then

acts as an internal source or sink.

Field data of suspended solids can be reviewed to determine whether significant

losses or gains of solids occur within the study reach. Alternatively, a predictive

method, such as Figure IV-62, can be used. Based on the mean river velocity, the

figure shows when deposition, transport, and erosion of solid particles is likely to

occur. Note that the velocity when erosion occurs is significantly higher than the

sedimentation velocity, except for particle sizes larger than sand (which are not of

concern for metals adsorption). This means that as the stream velocity first drops

below the velocity required to erode a certain size particle, the particle is not

deposited, but continues to be transported unless the velocity further decreases

below the sedimentation velocity.

As the figure shows, sedimentation of clays and small silts is not likely to

occur in free flowing rivers, but can occur in relatively small reservoirs on the

river with detention times exceeding a few days. Under such conditions the net

velocity can be on the order of 0.1 cm/see, or less, and the effects of settling of

particulate may be important.

While sedimentation of clays and small silts is not likely in most free flowing

rivers, scour of these same sized particles is more probable. Clay is likely to be

scoured at velocities near 3 fps (100 cm/see), and silts between 1 and 3 fps (30 to

100 cm/see), depending on their size. Consequently, during high flow conditions when

the water is moving rapidly, bottom scour of silts and clays, and perhaps of sand is

possible. If the scoured sediments are contaminated with metals then the total

metal being transported will increase over distance (assuming for the moment that

further dilution is negligible). Based on Figure IV-62, a fairly large envelope of

stream velocities exists such that the clay and silt fractions of solids (those which

adsorb most of the metals) are transported in suspension with the stream water.

Dilution models are useful for both point and nonpoint sources. While dilution

models have been presented elsewhere in this document they are summarized here for

ease of reference. For point sources, the concentration in a stream following

mixing, CTf is:

CTU ‘U + CTW Qw
cTf = Qu+ Qw (IV-157a)
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FIGURE IV-62 RELATIONSHIP BETWEEN STREAM VELOCITY, PARTICLE SIZE, AND
THE REGIMES OF SEDIMENT EROSION, TRANSPORT, AND
DEPOSITION

where

(FROM GRAF, 1971),

CTU = concentration of

P9/1

Qu = flow rate in the

CTW = concentration of

Qw = flow rate of the

According to the dilution model,

distance downstream unless there

When CTU is negligible, Equation IV-157a can be rewritten as:

total metal in the river above the point source,

river above the point source, m3/s or cfs

total metal in the point source, wg/1

point source, m3/s or cfs.

the metal’s concentration does not change with

are additional inflows as loadings of metals.

CTW %.
cTf =

=—
QU+QW D

~

(IV-157b)

where
D = dilution attained after mixing.
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The nonpoint source representation can be written in one of two forms:

CT = ~ (cTo - CTb) + cTb
A(x)

or

CT
= L (CT* - CTb) + cTb

Q(x)

(IV-158)

(IV-159)

where

A. = drainage basin area at location where CT = CTO, m2

A(x) = drainage basin area at a distance x further downstream, m2

cTb = average total metal concentration in nonpoint source (background

concentration), pg/1

~. = river flow rate at location where CT = CTO, m3/s or cfs

Q(x) = flow rate at a distance x further downstream, m3/s or cfs.

In some instances these equations can be quite useful. One particularly

useful feature of these equations (beyond their applicability to nonpoint sources) is

that they can be applied to a series of point sources by treating the point sources

as one or more equivalent nonpoint sources. For example, if a particular river has

30 small sources entering along a stretch of river, it may be more convenient for

screening purposes to treat the series as an equivalent nonpoint source. Using this

approach there is no need to apply the point source equation 30 times; rather the

nonpoint source equation can be used once. For more details of this procedure, see

Example IV-5.

The approach of treating metals as conservative pollutants is one which some

investigators have considered before. Turner and Lindberg (1978) investigated the

mercury distribution in the North Fork Holston River downstream from an inactive

chloralkali plant (mercury cell process). Mercury was still being leached into the

river at a steady rate years after the plant had closed. Turner and Lindberg plotted

total mercury versus distance during both high flow and low flow conditions, and then

compared the observed concentrations against predicted concentrations, assuming the

mercury levels are influenced only by dilution processes. Figure IV-59 shown earlier

summarizes their results. During high flow mercury acts conservatively, while during

low flow mercury levels are overestimated by a factor of two to three. In both

cases, however, the importance of downstream transport is apparent: much of the

mercury remains in the water column either in adsorbed or dissolved form, and is

advected downstream. Thus, even for a metal which adsorbs as strongly as mercury, a

dilution model is able, at least under certain conditions, to provide reasonable

estimates of instream concentrations of total metal.
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The Flint River study described earlier (Section 4.10.2.3.2.1) provides an

opportunity to test the dilution approach under a variety of hydrologic conditions.

To implement the dilution approach, the data required are river and wastewater

flow rates, and associated metal concentrations. The data used are summarized in

Table IV-57. Two wastewater treatment plants are the largest sources of metals in

the study reach. Together with the upstream contributions from the river, these

three sources are assumed to comprise the total metal input to the system (the

minor sources shown in Table IV-57 are neglected).

The Flint Wastewater Treatment Plant discharges at km 70.7, which is about 1.2

km below the boundary at Mill Street. After mixing, the levels of total zinc,
cadmium,  and copper in the river are:

Zinc:

Cadmium:

Copper

Zn = 2.66 X 7.7 + 1.68 x55
T = 26~g/1

2.66+ 1.68

CdT = 2.66 xO.067 + 1.68 xO.16

2.66+ 1.68
= o.1opg/1

CUT = 2.66x 2.9+ 1.68 x8.3 = 5.o&q/l
2.66+ 1.68

.-

minor sources, these instream concentrations can be assumedBy ignoring the

to remain constant down to the Ragnone WWTP at km 41.1. After mixing with the

effluent from the Ragnone WWTP, the instream concentrations for the metals become:

Zinc:

ZnT = 26 x4.34+0.69  x84

4.34 + 0.69

Cadmium:

= 34/.lg/l

Cd+ = O.1OX 4.34+0.69 xO.54 = 0.16Wg/l
4.34 + 0.69
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TABLE IV-57

BOUNDARY CONDITIONS AND POINT SOURCES TO FLINT RIVER
FOR AUGUST 4-7, 1981

Discharge Concentration

Discharge Total Total Total
Source Flow Suspended Solids Zinc Cadmium Copper

(m3s) (mg/1) (kg/d) (P9/P) (P9/P) (P9/P)

Upstream Boundary
Mill Road (km 71.9)

Flint WWTP
(km 70.7)

Flint Fly Ash
Ponds (km 70.0)

Brent Run
(km 41.6)

Ragnone WWTP
(km 41.1)

Pine Run
(km 29.7)

Silver Creek
(km 25.2)

2.66

1.68

0.04

0.15

0.69

0.06

0.085

13.5 3100.

4.1 600.

39.5 150.

5.9 77.

58.7 3500.

7.0 33.7

6.8 50.0

7.7

55.

63.

3.8

84.

5.0

5.0

Modified from: Delos et al. (1983)—.-.

Copper:

CUT = 5.0 x 4.34+0.69 X 28 5. - .———- _*___ = 8.? pg/1
4.34 + 0.69

0.067

0.16

1.32

0.11

0.54

0.04

0.04

2.9

8.3

80.

3.8

28.5

3.8

3.8

Neglecting the minor sources below the Ragnone WWTP, the profiles of total

zinc, cadmium, and copper are shown in Figure IV-63. AlSO shown in the figure are

observed data (mean and one standard deviation) and predictions from the MICHRIV

model as reported by Delos et al. (1983). MICHRIV is a computer model which

analyzes metals in greater detail than the screening procedures, and therefore

requires more data.

The dilution model generally predicts values within 25 to 50 percent of

the means of the observed values, and also within 25 to 50 percent of the MICHRIV
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model

under

about

FIGURE IV-63  COMPARISON OF PREDICTED AND OBSERVED
TOTAL METAL CONCENTRATIONS IN FLINT RIVER,
MICHIGAN (AuGusT 1981), (AVERAGE FLOW =
2,66 M3/SEC (94 cfs) AT KM 71.9)

predictions. Figure IV-64 shows that the dilution model also is applicable

other flow regimes in the Flint River: Oecember when the flow rate was

26.4 m3/sec (930 cfs), and March when the flow rate was 93.4 m3/sec (3300cfs).

For both the December and March

differences between predictions

surveys, there do not appear to be significant

from the dilution model and from the MICHRIV model.

-490-



Figure IV-64
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While dilution modeling can produce quite acceptable results under a variety of

conditions, the user should have access to tools which can be used when processes in

addition to dilution are important. The following section addresses some of these

situations.

4.10.3.3 Settling and Resuspension of Adsorbed Metals in Rivers

This section begins with a brief discussion of the recently completed MICHRIV

model (Delos et al ., 1983). This model’s framework is shown in Figure IV-65. The

most interesting feature of the model is that it attempts to handle the exchange of

contaminants between the water column and the bed. Resuspension and deposition of

contaminated sediments redistributes adsorbed contaminants to and from the bed.

Also, diffusion can be a driving force for dissolved phase interaction between the

sediment and water column. For purposes of illustration, the MICHRIV model is

simplified here, but the essence of the model (exchange of metal between the water

column and bed) is retained.

The model is simplified based on these two assumptions:

l ‘d 1 = ‘d2 = O; that is, there is no degradation or decay of metals,

and

s Kpl ‘ Kp2 ; that is, the partition coefficient in the bedded sediments

and in the water column are the same.

The first assumption is quite reasonable since most metals do not decay or otherwise

degrade (an exception is elemental mercury which can volatilize).

Regarding the second assumption, there is reason to suspect that the solids

partition coefficients for suspended and bedded sediments can differ since the

characteristics of solids

column. However, because

ient prediction, there is

these screening analyses.

in the bed can differ from those suspended in the water

of the range of uncertainty inherent in partition coeffic-

no reason to consider differences between Kpl and KP2 for

Using these two assumptions, the model formulations from Delos et al. (1983) are——
simplified as follows. The simplification procedure is shown in detail so the user

can clearly see how the two assumptions are used. The final results of these simpli-

fications are shown later as Equations IV-172 through IV-175, and show how the metal

concentrations in the water column and bed are related.

From Delos et al. the relationship between the total concentration of metal in——
the water column (CTI) and in the bed (C’T2) is:

CT2 Ws f pl + ‘L ‘dl—.

CT1 (Wrs + ‘d) ‘p2 + ‘Lfd2 + ‘d2 ‘d2 ‘2
(IV-160)
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FIGURE IV-65 FRAMEWORK FOR RIVER MODEL MICHRIV (REDRAWN
FROM DELOS ET AL ,, 1983)

where

f
pl’ fp 2 = particulate fraction of metal in water column and in bed,

respectively

‘all’ ‘d2 = dissolved fraction of metal in water column and in bed,
respectively

‘s = settling velocity, m/day
wrs = resuspension velocity, m/day

‘L = diffusion coefficient, m/day

‘d 2 = decay rate in sediment, 1/day

‘2 = depth of active sediment, m

‘1’m2 = solids concentration in water column and in bed, respectively,

kg/l .
From Equation IV-160:

cd2 ‘d2 CT2 . [fd2 ‘s ‘pl + ‘L ‘all]—=

cdl ‘dl CT1 ‘dl [(wrs + ‘d)fp2 + ‘Lfd2 + ‘d2fd2 ’21
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since

‘1~w~= (wr~ + w~)
2

Now

and

fdz = 1/(1 + ~ KP2)

so

or

Similarly

‘1ws~+KL

‘ dl=
%~+ KL + Kd2H2

‘s m2 fd2

m2K2

‘P* = 1 + m2 KP2

~= ‘P* =K f
1 +m2 KP2

p2 d2
‘2

-!&K
p2

‘d2 ‘2

&(
PI ‘dl

‘1

or

(IV-161)

(IV-162)

(IV-163)

(IV-164)

(IV-165)

(IV-166)
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Substituting Equations IV-164 and IV-166 into Equation IV-161 produces:

CC12 w~mlKl+KL
—= ,

cdl wmKslp2 + ‘L + ‘d2 ‘2

Since Kd2 is assumed to equal zero for metals:

cd2 w~mlKl+KL
—= .

cdl WS ml KP2 + KL

With the further assumption that K = Kpl p2

cd2 wsml K+KLpl—= = 1

cdl WS ml Kpl + KL

(IV-167)

(IV-168)

(IV-169a)

or

cd2 = cdl ‘ (IV-169b)

Thus, the dissolved phase concentration of the metal in the bed and in the water

column are equal to each other for the conditions specified above. This result is

often an implicit assumption made in water quality analyses when the effects of the

bed are ignored.

‘ince cdl = cd2, the net diffusive flux transfer between the bed and water
column is zero, so that there is no need to include the K term in the following

analyses.

In Delos et al. (1983) the total water column concentration is given by:——

CT1 (x) = CT1 (0) exp (-kT X/U) (IV-170)

where

x = distance downstream, m

u = stream velocity, m/day

‘T = effective first order decay term, l/day.
Delos et al. show that the first order decay term is:—.

‘T =
Kdlfdl +!&+ ‘Lfdl—- !!&ll L> (wrsfp2 ‘KLfd2)

‘1 ‘1 ‘lHlfp2 ‘2 ‘1

(IV-171a)
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where

‘2 (Wrs + W~)fp2 + KL(Kp2/KpJfd2
—=

‘1 (wr~+ ‘~)fp2+ ‘Lfd2+ ‘d2fd2H2

Using the assumptions made before (Kpl = KP2 and Kdl = Kd2 = O), r2/rl = 1. Thus kt

simplifies to:

ML
‘T =

‘:P:S=?[WS-:W4”
(IV-171b)

‘1

To summarize, under the simplifications made here, the MICHRIV model equations

become:

CT+ X)”
cdl(x) =

1 + “1 ‘1

cd2 = cdl

Cpl &

‘1 ‘2
or

‘1 = ‘2

‘dl - ~
l+ Krn2

CT2 = CT1
‘d2

‘1 1 + Kpq

and

‘2 = P~(l-n).
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(IV-172)

(IV-173)

(IV-169b)

(IV-174a)

(IV-174b)

(IV-175)

(IV-176)



where

‘19X2 = mass of pol

and in the

density of

porosity 01

lutant adsorbed per mass of sediment

bed, respectively, P9/9

solids in sediment, gm/cm3 (e.g. for

sediment (volume fraction occupied by water).

in the water column

sand 2.54 gin/cm)

The most notable

concentration in

IV-169b), and so

results obtained in the above analyses are that the dissolved metal

the water column and in the bedded sediments are the same (Equation

are the particulate metal concentrations, expressed per unit weight

of sediment (Equation IV-174b). However, on a unit volume basis, the total metal

concentration in the sediment far exceeds the concentration in the water column

(Equation IV-175).

Typically, first order decay rates are positive numbers, which indicate that

pollutants decrease in concentration with distance. However, the kT term in Equation

IV-171b can either be positive or negative. For example, if significant scour of

particulate metal from the bottom is occurring, then kT< O and the total metal

concentration can increase downstream.

While it is possible that metal concentrations can increase in the water column

due to scour (e.g., see Figure IV-64 which shows total zinc and copper in the Flint

River during March 1982), at steady-state conditions this should not happen when the

only source of loading is a single source located at x = O. Rather than use Equation

IV-172 to simulate the effects of scour on water column concentration, one of two

other alternatives has been selected. One approach is to retain the unsteady-state

nature of the transient scour situation. While this introduces more complexity, it

shows that elevated metal concentrations in the water column caused by scour are

due to a previous discharge or hydrologic condition when metals had contaminated the

bed, and not due to the current steady discharge conditions.

The two unsteady equations relating the total metal concentrations in the bed

and in the water column are (using the previous notation):

acT2 _ ,Ws ‘pl CT1 - ‘rs ‘p2 CT2 + ‘L ‘dl CT1 - ‘L ‘d2 CT2 (IV-177)
at

‘2 ‘2 ‘2 ‘2

and

acTl+ u~= ‘WS ‘P1 CT1 + ‘rs ‘p2cT2 - ‘L ‘dl CT1 + ‘L ‘d2 CT2 (IV-178)
at ax

‘1 ‘1
“1 ‘1
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While these equations can be solved exactly and used to predict the total instream

metal concentration due to a scour condition, they are not practical for screening

analyses. The primary emphasis here is to predict longitudinal pollutant distribution

when scour is much more important than deposition or diffusion. The approach is to

specify (rather than calculate) the concentration in the bed and to assume it remains
constant over the period of analysis. Thus the screening tools which are presented on

the following pages are fundamentally different from the previous MICHRIV equations,

such as Equation IV-172. Table IV-58 summarizes the screening equations and defines

the variables used in each equation.

w
CT1(X) = ‘s ‘p2 c2i x + cTi(())

HI U
(IV-179)

where

c2i = concentration of total metal in the bedded sediments,wg/1 (a direct

measurement of this value is preferable)

CT$O) = concentration of total metal in the water column at an upstream

boundary, pg/1.

While Equation IV-179 represents steady-state conditions, it is valid only as long as

the sediments being scoured have a total metal concentration of C2i. Once the

contaminated sediments have been scoured, then the instream metal concentration is

expected to return to CTI(0). The period of validity, T, of the equation can be

approximated by:

T ‘2=— (IV-180)
wrs

where

Typi ca

pe rh ap

‘2 = depth of contaminated sediment, m

wrs = resuspension velocity, m/day

y, Equation IV-179 is expected to be used during high flow conditions,

for a seasonal analysis. For an application of this type, the period of

validity of the equation should be on the order of one to two months. Using repre-
-4sentative data (H2 = 5 cm and Wrs = 2 x 10 m/day) for an example,

T= 5 x 10-2m = 250 days.
2 x 10-4m/day

For the example conditions, Equation IV-179 is applicable for seasonal analysis.

When settling of solids is insignificant, the resuspension velocity, Wrs, can be

estimated as:

UHI ASS
w=rs m2Ax”106

(IV-181)
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Table IV-58
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Table IV-58
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The term A.SS/Ax is the change in suspended solids concentration over distance

~x[mg/ (1 ‘m)]

lf c2i in Equation IV-179 is not available, Equation IV-179 can be

expressed in the

where

cTlp =

s =
P

alternate form as:

ASSK ‘10-6 ,
CT1(X) =

l+KS l 10-6
PP

cTlp + CT1(0)

concentration of total metal in the water column during

the previous steady period (previous to the period of sustained

scour)

suspended solids concentration during previous steady period,

mg/l.

(IV-182)

The purpose of using the previous steady-state period (a non-scour period) is that

the concentration in the bedded sediments during the scour period is to a large

degree dictated by the previous conditions.

Equation IV-182 shows that the product

ASSK ‘10-6

1 + KPSP”10-6

is a helpful indicator of the importance of scour. If

ASS K l 10-6 >1
9

1 + KPSP*10-6

then the total metal concentration during the scour period (at a distance downstream

where the suspended solids have increased by ASS) will exceed the total metal

concentration during the previous steady-state period. If this fraction is less than

unity then the background concentration (CTI(0)) is important in determining whether

scour produces higher concentrations than the previous period.

The Flint River study provides a source of data to simulate a scour condition.

Figure IV-66a shows the suspended solids concentration in the river during the

March 1982 survey and indicates a net scour condition exists. The resuspension

velocity is:

w =1”2” (25- 12)
l% 86400 = 1.4 “ 10-4 m/day

0.2 l 80 l 103: 106
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Figure IV-66
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The data for velocity (1 m/see), depth (2 m) and bedded sediment concentration

(0.2 kg/l) are from Deloset al. (1983). Note that Figure IV-62 shown earlier——
suggests that scour may be important at a stream velocity of 1 m/see.

The fraction fp2 is probably very close to unity for each of the three

metals zinc, copper, and cadmium. To use Equation IV-179, the concentration

in the bed, CZi> and the upstream concentrations CTI(0) are needed. The CT1(0)
values are the same as those calculated in preparing the dilution analyses for

Figures IV-64(d) through (f).

‘he c2i values can be estimated looking at the historical data for the

previous steady period (December), and by calculation based on total metal

concentration as found by the dilution model (Figure IV-64a, b, and c). For

the present analysis, C2i is based on the particulate levels in the water column

(during December 1981);

‘2 c
c2is cp2 ‘— pl

‘1

The levels are shown below:

Zinc

Copper

Cadmium

cpi,pg/l cp#9/1
—..

6. 12 x 10

1. 2X1O

0.03 0.06 X 10

These numbers are based on ml = 0.00001 kg/l (for December 1981) and m2 = 0.2

kg/l . Substituting the required information into Equation IV-179, the results are

shown plotted in Figure IV-66b, c, and d. Equation IV-156 is applied twice, since

there are two point sources in the reach.

The increase in concentration due to scour over the 70 km region for each metal

is:

AC1, ~g/1, due to scour over 70 km

Zinc 6.8

Copper 1.1

Cadmium 0.04

For example, the incremental zinc concentration is:

‘rs ‘p2 c2i ~ = 1.4 “ 10-4 “ 1 . 12 . 10+4
“ 70 “ 103= 6.8@l

H,u 2 “ 1 l 86400
.-

1
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During periods when settling rather than scour is the predominant mechanism

affecting suspended solid concentrations in the water column, the suspended solids

concentrations, SS(X), change over distance:

()

-W5 x
SS(x) = SS(0) exp — (IV-183)

Hlu

The effective settling velocity can be found directly from this equation:

[1

- -Hlu In Ss(x)
‘s

(IV-184)
x Ss(o)

When metal-contaminated solids settle out of the water column, the process can be

modeled by the following ordinary differential equation:

dCT -w5c~

‘F=—‘1

where Cs is the particulate metal concentration, vg/1.

by
C5 K SS”10-6

‘T ‘(l+KPSS010-6)

Upon substitution of Cs from Equation IV-185b and

183 into Equati

it is possible

(IV-185a)

Cs can be related to CT

(IV-185b).

SS from Equation IV-

on IV-185a, and by specifying the boundary condition for CT as:

CT “Toatx=O (IV-185C)

to solve Equation IV-185a as a function of distance to get:

[(

W5X

CT = CTO exp In KPSS(0) -10-6 + e~

1

)

-ln (KPSS(0)”10-6  + 1) -~ux
1

(IV-185d)

When the metal is highly sorbed to the sediment (i.e., KPSSC10-6 >>1), this equation

simplifies to:

-w

()

= CTO exp Jx = a Ssoo”
CT Hlu Ss(o)

(IV-186a)
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If settling were to continue indefinitely downstream, then the metal would eventually

be depleted from the water column. The above equation also shows that the decrease

in metal concentration is directly proportional to decrease in solids concentration.

By monitoring solids the decrease in metals can be directly estimated as long as

KDSSS10-6X.

If the fraction of metal which is adsorbed is small, Equation IV-185 simplifies

to

(IV-186b)

Eventually, as the solids are depleted from the water column, the total concentration

approaches
CTO

CT = exp(KpSS(0)*10-6)
(IV-186c)

Under these conditions (KPSS(0)010-6<1), the total loss from the water column by

settling is not likely to be large. For example, if KPSS(0) *10-6 = 0.1, then

CT = 0“9cTo”

During the August 1981 Flint River survey, the suspended solids profile

(Figure IV-67a) indicates

between km 40 and km 70.

rate between km 70 and km

that a net deposition of suspended solids was occurring

Based on Equation IV-184, the approximate deposition

40 is:

()
ws==ln ~ x86400 =0.26 m/day

where the depth (0.5 m) and velocity (0.2 m/see) are taken from Delos et al.—.
(1983).

Average partition

al. (1983) and are:

coefficients are also obtained from estimates in Delos et—

K (cm3/gm)

0.2 x 106

0.06 x 106

Metal

Zinc

Copper

Cadmium 0.1 x 106
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Based on these partition coefficients, the product KPSS. 10-6 is between 0.6 to

2.0 for the metals. Hence, Equation IV-185d is probably more applicable than

Equations IV-186a, b, or c. The equation is used to predict the concentration at

km 40 based on the boundary concentration calculated in the dilution example

(Example IV-20) and the reman

detail for zinc:

Zinc:
r

ining data shown earlier.  The calculation is shown in

Z~ = 26 exp

[(

In 0.2 x 106 x 10 x 10-6 + exp
(

.26 X :0000

.5 X .2 x86400 ))
—

- In (0.2 X106 x1O x 10-6+ 1) - .26 X 30000

.5 X .2 x86400

1

= 26 (0.6) = 16vg/1

Copper:

Cadmium:

The results are pl

more closely with

analyses.

CUT= 5 (.8) =4pg/1

CdT = 0.1 (.7) =o.07#g/l

otted in Figure IV-67b, c, and d. The predicted values agree

the observed values than do the predictions from the dilution

4.10.3.4 Settling of Metals in Small Impoundments on Rivers

The preceding section presented models which could be used to predict the

effects of either settling or scour of solids on trace metal concentrations in

rivers. While settling of metal contaminated solids certainly can occur in rivers

during low flow conditions, most settling is likely to occur in reservoirs or lakes

located on rivers. Investigations frequently reveal that total metal concentrations

in river systems, when averaged over a long period of time, decrease with distance.

This indicates there is a net loss of metal from the water column, and that perhaps

settling is a primary reason. In an extreme approach, some researchers have ignored

downstream transport of metals altogether, outside of a small mixing zone, and have

hypothesized that metals are rapidly depleted from the water column either by settling
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or adsorption to bedded sediments. However, this approach contradicts the results

presented earlier which show that metals, even ones which adsorb strongly such as

mercury, can be transported downstream.

Solids that are suspended in the water column do tend to settle because of

gravitational forces, but also tend to remain in suspension because of turbulence.

Evidence shows that suspended solids levels can remain fairly constant over long

distances. In reservoirs which are more quiescent than rivers, the turbulent eddies

diminish, and often gravitational settling becomes important. Thus for these screen-

ing analyses, reservoirs are modeled as sinks. of metals.

Based on the idealized reservoir and nomenclature shown in Figure IV-68, mass

balances for solids and metals are developed. The solids mass balance is:

so+-

()

(IV-187)

+ +1
where

T = hydraulic detention time, days
si, so = concentration of suspended solids in inflow and outflow,

respectively, mg/l

H = mean depth of reservoir, m

‘s = settling velocity, m/day.
The total metal concentration leaving the reservoir at steady state can

be approximated as:

c; =
c+

Tws S°K ‘10-6
l+—

(
H 1 + S°Kp*10-6

)

.

c;

,+(s
i- SO) K ‘1O -6

1 + S0 KP”10-6

= c; (l+S°K l 10-6) .
l+$i KP010-6

(IV-188a)

(IV-188b)

(IV-188c)
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FIGURE IV-68 DEFINITION SKETCH OF IDEALIZED RESERVOIR

The dissolved metal concentration is:

Ci (1+ K si*lo-6) “
co = c+ =Ci .

(l+ Kpsi&) = 1 + Kp silo-6
(IV-189)

If the particle sizes of suspended sediments in the inflowing and outflowing

waters are significantly different, then the partition coefficient can also be quite

different in the two waters. This is primarily because the smaller particles have

greater surface area available for adsorption. The following analysis shows how to

approximately account for these differences.

For the solids balance, each particle size (e.g., fine silt) can be accounted

for individually:
i.

(IV-190)

‘; (G+ 1)
where the subscript j denotes particle class.

If the inflowing and outflowing concentrations of particles can be estimated by

class size then the settling velocities can be calculated as:

This approach assumes the internally generated solids in class j are of negligibly

small amount.

The linear adsorption isotherm for particle class j is:

(IV-191)

Xj =K C
pj

(IV-192)
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where

x. = mass of metal adsorbed per mass of sediment in jth particle class

KJ .
PJ

= partition coefficient for jth particle size

then

or

and

C:j = Kpj Co S~-10-6

The concentration of metal in the outflow becomes:

Ci (l+XK .S?”10-6).T

(1 + ~KPjS~*10-6)

= Ci (1 +SKpjS;010-6)

(IV-193)

(IV-194)

(IV-195a)

(lV-195b)

(IV-195c)

(IV-189b)

Equation IV-189b shows that the dissolved fraction of the metal is not affected, by

the reservoir so that if most of the metal is dissolved, then the reservoir is not an

effective sink for the metal.

To handle multiple partition coefficients in a manner amenable to simplified

calculation, it is hypothesized that partition coefficients are inversely proportional

to specific surface area, or

!&=!h (IV-196)
SAr SAj
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where

r denotes a reference particle group (e.g., clay)

SA = specific surface, m2/g.

The tabulations below show ranges and typical values for specific areas for sands,

silts, and clays.

Solid Range of Specific Areas (m2/g~ Typical Value (m*/g)

Sand 1 - 50 10

Silt 50 - 100 60

Clay 100 - 800 200

Rai et al. (1983) provide a good summary of specific surface areas (and other adsorp-——
tion related parameters) for a variety of solid surfaces, including metal hydroxides.

Using the relationship embodied in Equation IV-196, C? becomes:

(IV-197)

Consider a river with two reservoirs located on it (Figure IV-69). The

detention time and depth of each reservoir are:

Reservoir Detention Time (days) Depth (m)
Haley 3 3

Del 1 20 6

Suppose the suspended solids entering the first reservoir from upstream are:

Settling Specific
Percent Concentration Velocity Surface Area

Category by Weight (mg/l) (cm/sec)
(m*/g)

Sand 50 100 0.1 10

Silt 25 50 5 x 10-2 60

Clay 25 50 3 x 10-4 200

The total zinc concentration in the river upstream of Haley Reservoir is assumed

to be 150wg/1. Find the total zinc concentration in “the water column below Haley

Reservoir and below Dell Reservoir assuming that the loss from the water column is

by sedimentation only.

Assume that a typical partition coefficient for zinc on clays is 104 cm3/gm.
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FIGURE IV-69 DEFINITION SKETCH USED IN EXAMPLE IV-23

The specific surface areas of the solids are typical values based on the data

presented earlier. The settling velocities are based on Stokes Law, as described

in Chapter 5.

From Equation IV-190, the concentrations of the suspended materials leaving

Haley Reservoir are:

s 100
sand = 3 (.001) 86400+ ~

3

s 50
silt = 3 .5.10-4
~ 86400 + 1

= l.1mg/1

= 1.1 mg/1

s 50
clay= 3.3

= 40mg/1
“ 10-6
3 86400+ 1

Nearly all the silt and sand are deposited in the reservoir, but only 20 percent

of the clay. The metal concentration in the outflow from Haley Reservoir is:

Zn
= ~501+104-6/200 (lox 101+60x 1,1 +200x40)

I + 104-6 /200 (1OX 100+6OX 50+200x 50)

= 150 (.83) = 120pg/1  .

Considering Dell Reservoir, it is apparent at a glance that the quantity of

sand and silt leaving the reservoir is negligible. The concentration of clay

leaving the reservoir is:
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s 40 -—= 15mg/1 .clay = 20 “ 3 “ 10-6 ~6400+ ~
3

The total metal in the outflow of Dell Reservoir is:

~04-6
~+=zoo.ls

Zn = 120
~+-(~ox l.~+60xl.l +200x40)

= 120 (.82) = 100~g/1 .

It is somewhat surprising that the zinc remains in such high concentrations

after passing through two reservoirs. However, consider that the dissolved

zinc upstream of the first reservoir is:

150
‘dissolved =

~+-(~oo x~o+50 +60+50+200)

= 88pg/1 .

Hence, most of the zinc remaining in the river downstream of Dell Reservoir is

dissolved.

4.10.3.5 Adsorption and Resorption of Metal Between the Water Column and Bedded

Sediments

The analyses presented in the previous sections are steady-state analyses, and

ignore diffusive transport between the water column and bed. This is justified if the

degradation rate of metal is negligible and the partition coefficients in the water

column and the bed are the same. From these assumptions, the dissolved phase concen-

trations of metal are found to be the same in the water column and in the bed.

Consequently, there is no net adsorption or resorption between the bedded and sus-

pended materials.

However, situations do occur when the steady-state. assumption is not valid. For

example, consider a new discharge which begins operation on a previously uncontami-

nated river reach. As the

water column is in contact

dissolved metal can adsorb

contaminated water moves downstream, the metal in the

with uncontaminated bedded sediment, and some of the

onto and diffuse into the bedded sediment. During this
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process, the concentration in the water column decreases with distance. Figure IV-46

shown previously in this chapter illustrates the converse situation which occurs when

an influx of metal is reduced so that the metal in the bedded sediments is no longer

in equilibrium with the metal in the water column. Then, resorption tends to

occur.

An approach is shown below that can address these situations, and can be used to

answer questions such as:

l How long is required for river sediments to be cleansed of excessive

metal concentrations by the process of natural resorption?

o If a new source of metal contamination begins discharge, how long is

required before the impact of the elevated metal concentrations is fully

felt downstream?

The following approach considers adsorption and resorption as the mechanisms of

transporting metal between the water column and bed. The effects of resuspension and

deposition are not considered mainly because the time frame of interest here is

likely to be months to years. Resuspension and deposition rates fluctuate consider-

ably over extended time periods, and tend to negate each other.

Figure IV-70 illustrates the relationship between the dissolved metal concentra-

tion in the water column and in the bedded sediments during a period when conditions

are not in equilibrium. Near the sediment-water interface, there is likely to exist

a relatively thin layer where the dissolved phase concentration is approximately the

same as in the water column. Below this mixed layer, vertical diffusion in the
sediment controls movement of the dissolved metal. By developing and simultaneously
solving mass balance equations for the metal in the water column, in the mixed

layer, and in the diffusion layer, the dissolved phase concentration in the water

column is found to be:

(IV-198a)

(IV-198b)

where

co = initial concentration in the water column (at t = O), l.1g/1

Cb = constant background concentration (at x = O), wg/1
t = time, days

x = distance below location where C = Cb, m

1
MS K “10-6

B = —+ days/ m
u UH (1 + KPS*10-6)’

u = stream velocity, m/day

Ms = mass of contaminated sediments, per unit area, in thin mixed
layer, g/m2
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FIGURE IV-70 RELATIONSHIP BETWEEN METAL CONCENTRATION IN
WATER COLUMN AND IN BEDDED SEDIMENTS DURING
A NONEQUILIBRIUM ADSORPTION PERIOD

on, mg/L

H = water depth, m

K = partition coefficient, l/kg

Sp = suspended sediment concentrate”

G(t,x) = an unspecified function of time and distance, unitless.

Equation IV-198b above indicates that the boundary condition (C = Cb) propagates

downstream at a speed l/B which, depending on the magnitude of MsKp, can be sig-

nificantly slower than the stream velocity. The quantity l/B is a useful parameter

because it can be used to estimate the time required for the effects of a change in

pollutant loading to be propagated downstream.

Equation IV-198 can be used to estimate the residual concentration in a river

when the boundary concentration is set equal to zero after a period when metals have

been accumulating in the bed (i.e., when Cb =OandCo> O). Conversely, the same

equation can be used to predict the adjustment in stream metal concentration following

start-up of a discharge where formerly there was none (i.e., when Cb > 0, Co = O).

To perform these calculations, the function G(t,x) is required. Using an

approximation:

c s (Cb - Co) erfc

[

fix

1

+C. (IV-199)
2uH (1 + KpS-10-6)#t= 0
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where

Dm = vertical diffusion coefficient, m2/day

f3 = void fraction

P = bulk density, g/m3

K = partition coefficient, l/kg.
This is t~e equivalent of Equation IV-198a, which is valid for large times following

a change in mass loading to a river (e.g., one year or greater). The major difficulty

in using Equation IV-199 is finding appropriate input data for two of the important

unknowns: D (or Dm) and Ms. When KPS is significantly less than unity
and the depth of the mixed layer is small, Equation IV-199 can be further simplified

to

c= (Cb
()

~~ +C
- Co) erfc

2uHfl 0
(IV-200)

Suppose the temporarily changing concentration due to

sediments is desired. Set Cb = O, so

c

()

Cx—=erf —
co 2uH G

metal resorption from bedded

. (IV-201)

In this case, when the mixed layer is of negligible thickness, substituting typical

values of D, u, H into Equation IV-201 shows that C<<Co. That is, resorption of

metal back into the water column produces metal concentrations which are significantly

below Co, so the levels are not likely to be significant enough to be of concern. On

the other hand, under these conditions the concentrations in the bed are likely to

remain elevated for a long period of time, and could adversely impact the benthic

community. In summary, it appears that unless there exists a mixed layer of sedi-

ments which can exchange metal with the water column at a rate substantially higher

than by diffusion processes alone, resorption of metals from the bed back into the

water column is likely to produce concentrations in the water column of secondary

importance. Scour of the contaminated sediments is probably more responsible for

reintroducing the metal back into the water column at rates where noticeably elevated

concentrations may

4.10.3.6 Summary

occur.

4.10.3.6.1 Overall Approach

The tools presented in the previous sections can be used to evaluate the influ-
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ence of three hydrological conditions (all steady-state) on metal concentrations in

rivers. The hydrologic conditions can be defined in terms of

levels in rivers:

l a period of net settling

o a period of net scour

l a period of equilibrium (scour and sedimentation

or each is negligible).

In order to use these concepts within the screening framework

the suspended solids

balance out each other,

presented here, the

annual cycle of events in a river is viewed as a series of steady-state conditions

(each of which may be of several months’ duration) separated by unsteady transition

periods. The term “steady-state” is used cautiously here because each of the pseudo-

steady periods may have elements of unsteadiness. For example, consider a high flow

condition where metal-contaminated solids are continually being scoured from the

bottom. Scouring of contaminated sediments will continue only as long as they are

present, i.e., until the depth of contamination is exceeded. After that happens, the

solids being scoured no longer contribute metal to the water column. This illus-

trates that a river’s steady-state periods may really have some dependency on a

previous steady period. To properly use the steady-state approach in the screening

manual requires the user to carefully define the pseudo-steady periods, and select

the data appropriate for each period.

To begin the analysis, a dilution approach is recommended, in the case of either

single or multiple sources. This implies that multiple sources interact with each

other, and downstream concentrations depend on both total mass loading and total

dilution. A dilution analysis does not require either suspended solids concentra-

tions or partition coefficients, unless the fraction of dissolved metal is required.

Large reservoirs in the river system may require that settling of metal contaminated

sediments within the reservoir be calculated, especially if most of the metal is

being transported in particulate form.

As a next step, the user may wish to perform a scour analysis to see if metal

concentrations become elevated in the water column during scour even though the flow

rate is probably higher (thus, more dilution water is available). In such a case,

the user might want to perform an anlysis of each hydrologic condition throughout the

annual cycle since each condition is not truly independent of the other.

4.10.3.6.2 Uncertainty

Analysis of uncertainty for these screening methods is limited to a perturbation

analysis: perturb (or change) the value of a variable within the range of uncertainty

and see how the results change. If significant changes occur, the results are

sensitive to that variable. At that time, some data could be collected to remedy the

situation (see Section 4.10.5). Typically, for analyses discussed in this document,
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the variables which require more accurate quantification are background and point

sources, flow rates, and partition coefficients.

A particular use of uncertainty analyses is to address the question: Is there a

significant difference in the metal concentration in the water column when the

dilution approach is used compared to when settling and/or scour occur? For example,

a user may have to decide whether concentration levels predicted to be 25 percent

higher during a scour period, compared to an equilibrium period when net scour and

settling are zero, are really different. By perturbing important variables within

the range of realism, their questions can be addressed.

For the river shown in Figure IV-71, three point sources and three background

sources contribute copper to the river system. Calculate the total copper concen-

tration at locations Pl, P2, P3, P4, and P5 for the following two conditions.

Condition 1 is a moderate to low flow period where the solids within the water

column appear to be in equilibrium over distance. Perform a dilution analysis

during this period. Condition 2 is a high flow period which follows Condition 1.

Data collected reveal that solids are being scoured along the mainstem during

Condition 2 as follows:

l A.Ss = 50mg/l, from point source 1 to P1

@ &ss = 25mg/l, from just below tributary B to P2

l ASS = 10mg/l, from just below tributary C to P4.

Determine which condition (the steady-state or scour condition) produces higher

instream metal concentrations. Table IV-59 summarizes the required source data.

The dilution analysis (Condition 1) proceeds by applying the mixing equation

(Equation IV-156) at-each location, working from upstream to downstream:

CAQA+CIQ1= 5“50+500”5
c = 50/1g/1pl =

QA+ Q1 50+5

c =50” 55+5”10
p2 = 43pg/1

55 + 10

CC QC+C2Q2=5”20+75”2
c=p3 = llpg/1

QC+ Q2 22

c =11” 22+43”65
p4 = 35/1g/1

22 + 65
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FIGURE IV-71 RIVER SYSTEM FOR EXAMPLE IV-24

TABLE IV-59

SOURCE DATA REQUIRED FOR EXAMPLE IV-24

Condition 1 Condition 2

Source Q(cfs) Total-Cu(pg/1) Q(cfs) Total-Cu(pg/1)

A 50 5 500 5
B 10 5 100 5

c 20 5 200 5

1 5 500 5 500
2 2 75 2 75

3 10 400 10 400

c=p5
35-87+400-10

= 73pg/1 .
87 + 10

The results are summarized in Table IV-60.

For condition 2, the incremental total metal cencentration in each of the

three reaches of the mainstem is, based on Equation IV-182:

ASS”KP*CSS”10 -6

where

K
P

= partition coefficient for copper (-1041/kg,  assumed for

this example)
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TABLE IV-60

SUMMARY OF RESULTS OF EXAMPLE IV-24

Condition 1 Condition 2

Location Q(cfs) Total-Cu(pg/1) Q(cfs) Total-Cu(pg/1)

P1 55 50 505 24

P2 65 43 605 28

P3 22 11 202 6
P4 87 35 807 25

P5 97 73 817 30

Css = steady-state concentration of dissolved copper in the

water column during Condition 1 .

For CSS, use an average value over the river:

50+43+35
‘d = 43fd, #g/l

3

1
‘d = = 2/3, assuming SS = 50mg/l during

1 + 104 “ 50 “ 10-6

Condition 1.

The incremental copper concentration in each of the three reaches caused by

scour are:

Reach 1: 50.104 .;+43 l lo-f5=14pf3/l

Reach 2: 25 l 104 l $ “ 43 “ 10-6 = 7pg/1

Reach 3: 10.104.:.43 .lo-6=3@l

To each of these results, the concentration at the upstream end of each reach is

added as shown in Equation IV-182. This is done by dilution analysis. For

example, below point source 1:

c =5”500+500”5 = lopg/1 .
505
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At location P1: C = 10 + 14 = 24 pg/1

The results at the remaining locations are shown in Table IV-58.

The total copper levels in the river during the high flow are only 50 percent

as high as during the lower flow condition. Apparently, the effects of dilution

caused by the higher flow are more important than the scouring effect of the

copper contaminated sediments. The fact that the factor ASS . Kp. 10-6 is

less than unity further indicates that the importance of scour is mitigated by the

moderate size (<1) of this product.

4.10.3.6.3 Answers to Questions

In Section 4.10.2.3 (Selected Case Studies), a number of questions were posed

which pertain to the the fate of metals in rivers. Based on the predictive tools

just presented, these questions are answered here in a qualitative sense.

l Is downstream transport of metals important? Metals can be transported

far downstream from their place of input. In some cases, dilution

models appear adequate to predict the total metal concentration in the

water column. Dilution models are appropriate when scouring of metal

contaminated solids or settling of adsorbed metals are of secondary

concern.

@ Are metals which are present in the water column present entirely in

adsorbed form or is there a significant dissolved fraction? Depending

on the quantity and characteristics of the solids in the water column

and the partition coefficient of the metals, the metal can be present in

predominantly adsorbed form (>90%) or predominantly in dissolved form

(>90%) , When most of the metal is dissolved then downstream transport

of the metal will be important. However, if most of the metal is

adsorbed to suspended solids, downstream transport can still be important

unless significant settling of the suspended matter occurs. Note that

while solids tend to settle by gravitational forces, they are also kept

in suspension by turbulent eddies which are generally present in

free flowing rivers. Consequently, solids (and the adsorbed metals) can

travel a long distance before settling.

l What is the relationship between the water column concentrations and

concentrations in the bedded sediments? At steady-state conditions, the

following approximation appears to be valid:

Cw = Cb

Xw = Xb

-523-



where

Cw, Cb = dissolved phase concentration in water column and bed, respectively
xw’ ‘b = mass of metal adsorbed per mass of sediment in water column and

bed, respectively.

At first glance, these relationships appear to imply that there is no difference

in water column and bedded metal concentration. However, this is not true. Based

on the above, the following can be concluded:

c~w<<c~b

Csw<<csb

where

CTW’ cTb = total concentration in water column and in bed, on a unit volume

basis, respectively

c CsbSw’ = adsorbed phase concentration in water column and in bed, on a

unit volume basis, respectively.

On a unit volume basis, then, the metal concentration in the bed (within the contami-

nated layer, which might be quite thin) is likely to be significantly higher than

in the water column. The primary reason for this is that the bed acts as a concen-

trator for metals that are settling. For example if solids that were suspended in a

1 m deep river settle onto a thin 1 mm layer at the sediment-water interface, then the

concentration factor for solids and metals is 1000. Thus, a sorbed phase concentration

of 10 pg/1 in the water column becomes 10000 Ug/1 or 10 mg/l in the contaminated bed.

# What is the effect of reservoirs on metal concentrations downstream? If

most of the metal that enters the reservoir is adsorbed, then the

reservoir can act as a sink for the metal, depending on the hydraulic

detention time and depth of the reservoir. If the detention time of the

reservoir is relatively short and if the reservoir is shallow, only a

small percentage of the total surface area in suspension might settle so

that much of the adsorbed metal can still pass through the reservoir.

Also, the dissolved fraction of the metal does not settle, so that

unless the adsorbed fraction is great and most of it settles, then much

of the metal that enters the reservoir can move downstream.

@ What is the effect of metal resorption from river beds? Metal resorption

from bedded sediments back into the water column appears to occur but at

slow rates. If external sources of metals were suddenly cut back, then

the equilibrium which may have existed between the bed and water

column concentrations is disrupted. Under these conditions there is net

resorption of metal into the water column, which tends to provide an

internal source until an equilibrium is reestablished again. Complete

resorption of metals from bedded sediments may take years, effectively

slowing the recovery of the river in response to point source reduction.
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These concentrations may be low enough to be of secondary concern to

organisms in the water column, but may be high enough to be of primary

concern to the benthic community.

4.10.4 Speciation of Metals and Equilibrium Modeling

4.10.4.1 Introduction

While the analyses in the preceding sections have proceeded under the assumption

that the fate of metals can be determined based on analysis of a single dissolved

species and a single adsorbed species, metals do not obey such a simplified pattern

of behavior. Figure IV-72 illustrates a more general picture of behavior. Dissolved

metal might be present as the free ion, or as complexes with inorganic or organic

ligands. The adsorbed metal can be adsorbed to a variety of surface types and

appears to obey different adsorption isotherms. If concentrations of metals become

too high, precipitates may form and settle from the solution, or remain suspended in

solution if particle size remains small enough. This section introduces the processes

affecting the speciation of metals. A generic discussion of processes precedes a

metal-by-metal discussion of nine of the priority metals. The generic discussion

emphasizes fate in freshwater environments. It does not detail all processes, but

rather those which are often of greatest importance. This discussion should be

balanced against the screening procedures found earlier in this document. This

second point of view can help the user to see more clearly the simplification and

assumptions made in the screening procedures and to interpret results of the screening

analysis more intelligently.

4.10.4.2 Major Processes Affecting Speciation

This discussion emphasizes the predominant fate processes likely to be of

importance for metals discharged to freshwater rivers and streams under oxic con-

ditions. This scenario, while not completely general, does encompass many commonly

occurring situations and is consistent with the scope of this section. Figure IV-73

shows the general range of pH-pe values considered here, as well as the range which

can be found in different environments. The pH-pe range for each environment are

typical but not all inclusive. Higher pe values in ground water systems are possible,

for example.

It is not necessary that users actually perform calculations relating to the

processes that are discussed here. Rather, the calculations have been performed by a

metal speciation model called MINEQL, which is applied to a number of different water

bodies (Section 4.10.4.4). The major processes that are discussed in this section

include:

l Precipitation-dissolution

-525-



FIGURE IV-72 SPECIATION OF METALS IN THE AQUATIC ENVIRONMENT

l Adsorption

l Oxidation-reduction

l Dilution.

Several other processes of minor importance are also specifically addressed.

Before beginning the process-by-process discussion, some of the important

“master variables” (terminology often used by Stumm and Morgan, 1970) that control

the fate of the metals are reviewed. These master variables are pH, pe, ionic

strength, and water temperature.

The solution pH (= -log {H~, where {H+}is hydrogen ion activity -hydrogen ion

concentration) is a measure of the hydrogen ion concentration. Typically, in fresh

water, pH = 7 denotes neutral conditions, while pH values exceeding 7 denote basic

conditions, and pH less than 7 denote acidic conditions. Ocean waters have a rela-

tively constant pH of 8.3-8.5, due to their buffering capacity. The pH of rainwater

containing only atmospheric carbon dioxide is typically 5.6-5.7. However, when other

acidic inputs are significant, rainwater pH can be lowered to 4.2 or so (acid rain).

The pH of river water is more variable than that of the ocean, and most often ranges

from 6.2 to 8.0. Solution pH can strongly influence the speciation of metals (i.e.

their form, such as CU2+ or CUOH+) and hence their fate and toxicity.
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FIGURE IV-73 RELATIVE CHARACTERIZATIONS OF
ENVIRONMENTS BY PE AND PH

A related concept is pe (= -log {e-}, where {e-}is  the electron activity).

The pe describes the oxidation-reduction status of a water body, and is influential

in dictating species likely to be present in water bodies. Together with pH, pe can

be used to create equilibrium phase diagrams.

Another measure of oxidation-reduction often used is the electrochemical redox

potential, EH. EH and pe are related as follows:

EH (in volts) = 0.059 pe, at 25°C

The dissolved oxygen level can also be related to pe. Based on the oxygen-water

redox reaction, this relationship is:

‘e = 1’4’09 ’02 + 20”75 -pH
where

’02 = partial pressure of dissolved oxygen, atmospheres.
For dissolved oxygen levels corresponding to saturation (P02 = 0.2), pe = 13.6
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at pH = 7. For dissolved oxygen levels of about 0.1 mg/l, pe = 13.1 at pH = 7.

Hence, in most surface water systems, even in the presence of a small amount of

dissolved oxygen, the pe values are typically in the range of 12 to 13.6. Only in

anoxic systems (or under nonequilibrium conditions) are pe values negative. While

the concept of redox equilibrium is a useful one, the user is cautioned that may

natural systems are not likely to be in redox equilibrium.

Ionic strength is a measure of the concentration of ionic species in a solution.

In very dilute solutions, with low concentrations of ions, the ions behave indepen-

dently of each other. However, as the concentrations of ions increase,  electrostatic

interactions between the ions also increase. Consequently under these conditions,

activities rather than concentrations are used in chemical equilibrium equations.
Activities are defined as:

(IV-202)

where

{C} = activity of species C

[C] = concentration of species C

Y = activity coefficient.

For ideal or very dilute solutions, Y= 1 and activity equals concentration. Figure
IV-74 illustrates how activity coefficients change with ionic strength and charge.

An ionic strength of 0.5M corresponds to seawater and an ionic strength of 0.0000M

corresponds to distilled water. Unless ionic strength is extremely low, activity

coefficients are not expected to equal unity, especially for divalent and trivalent

ions.

For the analyses here, ionic strength corrections are automatically accounted

for in the equilibrium model MINEQL. The user simply has to specify the “typical”

water appropriate for the conditions being analyzed (see Section 4.10.4.3).

Ionic strength (I) can be estimated from either total dissolved solids (TDS) or

specific conductivity, two commonly available parameters. The appropriate relationship

between TDS and ionic strength is:

I = 2.5 . 10-5 . TDS (IV-203)

where

TDS = total dissolved solids, mg/l.

The relationship between specific conductivity (~mho) and ionic strength is shown in

Figure IV-75. The relationships between ionic strength and TDS and between ionic

strength and conductivity are valid for ionic strengths less than 0.1, which is more

than adequate for fresh water systems. TDS levels for most fresh water in this

country are less than 1200 mg/l. Corresponding to Equation (IV-203) above, the ionic
strength is:
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REFERENCE: MOREL AND SCHIFF, 1980, AND SNOEYINK AND JENKINS, 1980

FIGURE IV-74    ACTIVITY COEFFICIENT AND IONIC STRENGTH RELATIONSHIPS
FOR TYPICAL IONS (A) AND SPECIFIC IONS (B),

-529-



FIGURE IV-75 IONIC STRENGTH VERSUS SPECIFIC CONDUCTIVITY
FOR SURFACE MATERS (FROM LIND, 1970)

I = 2.5 l 105 l 1200 = 0.03

At this ionic strength, activity coefficients are likely to be about 0.8 to 0.9 for

monovalent ions, 0.5 to 0.6 for divalent ions, and 0.1 to 0.3 for trivalent ions (see

Figure IV-74b).

Water temperature influences virtually every aspect of the chemistry of metals,

including volubility and equilibrium constants, and reaction kinetics. Temperature

corrections can be used in MINEQL.

4.10.4.2.1 Precipitation and Dissolution

Metals are subject to volubility limitations in natural waters. Should the

volubility product (defined below) be exceeded, then that metal tends to precipitate.

By precipitating, the metal forms a solid phase (say lead hydroxide, Pb(0H)2 (s))

which might remain suspended in the water column if the solid phase particles are

small enough and do not grow and if water turbulence is sufficient to keep them in

suspension, However, should the solid grow to sufficient size, or be transported to

a slowly moving backwater region, then sedimentation of the solid is likely.
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The volubility product for a metal cation (a cation is a positively charged ion)

with an anion (a negatively charged ion) is represented as:

where

MaBb(s)  = the solid phase species
Mb+

= the positively charged metal cation (with charge b+)

MaBb(S) ++aM
b+

+ bBa-

Ba- = the anion (with charge a-).

The equilibrium constant for this reaction is defined as:

K - {Mb+!a {Ba-}b- ------- -- -
Sp {MaBb(s)}

(IV-204)

(IV-205a)

(IV-205b)

where

{MaBa(s)} = activity of solid phase, defined as unity by convention

{Mb+} = activity of metal cation

{}B
a+

= activity of anion
K’ = the equilibrium constant, called the volubility product.

The relationship between activity and concentration can be invoked so that

Equation IV-205b can be expressed in terms of concentrations (and activity coeffici-

ents) rather than in terms of activities. This is desirable because concentration

prediction, rather than activity prediction, is the objective of the analyses.

Invoking the definition of activity coefficient as the ratio of activity to concen-

tration, Equation IV-205b can be rewritten as:

where

K-=
Sp

(IV-206a)

(IV-206b)

‘M’YB = activity coefficients for the metal cation and the anion, respectively

[Mb+] = concentration of metal cation

[Ba-] = concentration of anion.

When YMS1, and YB-l, Equation IV-206b can be written in the simpler, more familiar,

form:
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‘W= [J’+laFa-l[’
(IV-207)

As an example of the above concepts, consider copper volubility and assume
volubility is controlled by copper hydroxide:

Cu(OH)2(s)~Cu
2+

+ 20H-

The volubility relationship is:

F~+lF12= ‘s, = 10-””3 9a’ “oc

The equilibrium constant is contained in standard chemistry texts, such as Snoeyink

and Jenkins (1980). This relationship predicts that at high pH (or high OH-

concentrations), the amount of CU2+ in the dissolved form is less than at lower

pH. For example, suppose the pH were to change from pH 6 to pH 8. If the only

species of copper present is the above one, then the maximum amount of OJ
2+

which

could be dissolved is decreased by:

L.lm,=po -’r ,.-,,+,, =lO.,.-- —-_ .

b’+lpw [10-’12

= ~;;oo

Or, CU2+ concentration is potentially decreased by a factor of 10,000.

The user is not required to perform calculations of the type given in Equations

IV-205 or IV-207. They are performed by the equilibrium model MINEQL.

Determining the volubility of a metal in a natural water body is complicated by

the fact that a metal’s volubility may be” controlled by one of several solid phases.

Typically, in oxic environments, carbonates or hydroxides control volubility, while

in anoxic environments, sulfide often controls (Forstner and Wittmann, 1979). The

size of the volubility product equilibrium constant for each possible controlling

phase does not reveal the controlling phase; that is, volubility products cannot be

directly compared against each other (one reason is that the units of one equilibrium

constant are generally not the same as the units of another). This complication is
one reason that equilibrium models such as MINEQL are so valuable: they can sort out
the controlling solid phase.

As another complication, supersaturation of constituents in natural waters can,

and does, occur. The supersaturation of a water with respect to a given solid should
not be unexpected. Aqueous systems are not always at equilibrium.

4.10.4.2.2 Adsorption

Adsorption, or the accumulation of metals at the boundary region of solid-liquid
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interfaces, is typically quite important for natural waters. Partition coefficients

(assuming linear isotherms) for many priority metals can be expected to be in the

neighborhood of 103 to 106 l/kg, but for a given metal, appear to be quite

variable.

Adsorption of metals is generally influenced by pH, adsorbent concentration

(surface available for adsorbing), completing ligands, competing adsorbates, and

adsorbate concentrations (Leckie, et al ., 1980). Figure IV-76 illustrates how adsorp-

tion depends on pH and adsorbent concentration for both cationic and anionic metallic

species. Uncompleted, or free metal cations, typically behave according to Figure

IV-76(a). At low pH values, very little of the metal ion is adsorbed, while at

higher pH levels, most of the cation is adsorbed. The pH range within which this

occurs can be quite narrow, as shown by the steep slope (or “edge”) of these curves.

Most metallic species in freshwater environments are typically present as

cations (e.g., CU2+). However, some anionic species do exist (e.g., CrO~ and AsO~-).

Adsorption of anionic species follows curve IV-76b so that most of these species are

adsorbed at low pH and dissolved at high pH.

The presence of organic and inorganic ligands can dramatically influence adsorp-

tion. The table below illustrates different categories of species that can result

from a combination of solid surfaces, metals, and organic and inorganic ligands.

Components Primary Species Secondary Species

x: solid surfaces XY M-XY

M: metal MX Y- MX

Y: organic ligand MY None

z: inorganic ligand MZ X-MZ

The primary metal species that form can either be dissolved organic or inorganic

complexes, or species adsorbed to solid surfaces. Then, a number of secondary

adsorbed metal species can form which are combinations of the components and primary

species. Note that the addition of organic ligands (Y) results in both soluble

metallic species (MY) and adsorbed metal species (M-XY and Y-MX). It is not always

possible to state whether the organic ligands result in more or less adsorbed species.

Dissolved organic carbon levels in most rivers typically range between 1 to 10

mg/l, while adsorbed or solid phase organic carbon levels are often between 0.1 to

1.0 mg/l. Thus, since much of the organic carbon is dissolved, it is expected that

soluble metal-organic complexes can form and in many cases, might tend to increase

the fraction of dissolved metal.

When multiple metal sorbates are present together, they can compete for a

limited number of adsorption sites. If concentrations of adsorbates are high and

sites limited, then adsorption of some ions may be limited.

As the above discussion makes evident, metal adsorption can be quite complex.
The discussion thus far has not addressed either adsorption kinetics, or the various
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FIGURE IV-76 TYPICAL ADSORPTION CURVES FOR METAL CATIONS (A)
AND ANIONS (B) FOR A RANGE OF PH AND ADSORBENT
LEVELS,

linear and nonlinear equilibrium isotherms or other mechanistic approaches for

predicting adsorption (e.g. electric double-layer theory). For this screening

approach, the linear equilibrium adsorption isotherm is used. Linear partition

coefficients are presented from the literature.
HydroQual, as documented in Delos et al. (1983), has calculated linear partition—.

coefficients for rivers and lakes for various metals. They analyzed approximately

20,000 records from data bases such as STORET in order to arrive at their predictions.
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They found the partition coefficients to be dependent on suspended solids concentra-

tions, but to be independent of pH. Table IV-61 summarizes their results. Under

most conditions, the expressions in the table predict that the partition coefficients

are likely to exceed 104 l/kg, and in some cases, exceed 106 l/kg.

Based on linear partitioning, the fraction of metal dissolved is given by:

c—= 1

CT 1+KP-SS”10-6

where

~ = fraction dissolved

K = linear partition coefficient, l/kg
s! = suspended solids, mg/l.

The results of this equation are shown in Table IV-62 for each of the metals in Table

(IV-208)

IV-61 for a range of suspended solids from 1 mg/l to 1000 mg/l. In most instances,

the percent of the metal which is adsorbed exceeds 50 percent. This is in contrast

to many toxic organics which often have smaller partition coefficients and, therefore,

more of the toxicant is transported in the dissolved state (see, for example, Table

11-14).

While the results in Tables IV-61 and IV-62 provide useful information, the

possible error associated with the predicted partition coefficients is quite large.

Figure IV-77 illustrates this for copper. The envelope of values encompasses an

order of magnitude.

Rai et al. (1983) have summarized adsorption data for numerous priority metals.—.
The summary includes Kp values for linear partitioning as well as data for other

types of isotherms. As a result of reviewing the work of Rai et al. (1983), and

other literature sources it appears that there is generally no consistency as to

“expected” values of K for a particular as metal in the natural environment.

Some researchers repor! relatively small partition coefficients for metals while

others, such as Delos et al. (1983), report significantly larger values. This——
uncertainty (or variability) emphasizes that site-specific Kp values should be

used if possible and that better methods for predicting the importance of partitioning

are probably warranted. Based on the fact that metals speciate and each species

exhibits different adsorption tendencies, it is not difficult to see why a “K

approach” is limited in predictive ability. However, the alternative approac~es are

not well supported either and site-specific data can be quite beneficial, regardless

of the approach.

4.10.4.2.3 Oxidation-Reduction

Oxidation-reduction reactions are conceptually analogous to acid-base reactions,

except they are significantly slower. Oxidants and reductants are defined as electron
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TA8LE IV-61

LINEAR PARTITION COEFFICIENTS FOR PRIORITY METALS IN STREAMS AND LAKES
(Delos et al ., 1983)

Streams Lakes
Metal # Records Kpo a # Records K po a

Arsenic

Cadmium

Chromium

Copper

Lead

Mercury

Nickel

Zinc

1635

254

345

2722

1545

369

1394

2253

0.48x106

4.00X106

3.36x106

1.04X106

0.31X106

2.9x106

0.49X106

1.25x106

-0.73

-1.13

-0.93

-0.74

-0019

-1.14

-0.57

-0.70

1

296

211

577

411

169

285

914

-- --

3.52x106 -0.92

2.17x106 -0.27

2.85x106 -0.90

2.04x106 -0.53

1.97X106 -1.17

2.21X106 -0.76

3.34X106 -0.68

Partition Coefficient:

Kp(l/kg) = Kpo”SSa

where SS = suspended solids concentration, mg/l, and Kpo and a

are found from the table.

Example:

Assume SS = 100 mg/l in a river. Find K for copper.

K 4P= 1.04-106+100-”74=  3.4°10 I/kg.
P

acceptors and electron donors, respectively. An example redox half reaction is:
~u2+ +- e-++ CU+

where CU2+ “1s the oxidant arid is reduced to Cu+ when it accepts an electron.

As discussed earlier, the measure of electron activity is commonly expressed as

pe (= -log {e~). The oxidation state is important because it can control the

species present ‘in solution (at equilibrium).

For screening purposes, oxidizing conditions are assumed to exist. This assump-

tion is good for rivers and streams as long as even a small amount of dissolved
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TABLE IV-62

SPECIATION OF PRIORITY METALS BETWEEN DISSOLVED AND ADSORBED PHASES
AS A FUNCTION OF SUSPENDED SOLIDS CONCENTRATIONS IN STREAMS

Metal SS (mg/l) % Dissolved % Adsorbed

Arsenic

Cadmium

Chromium

Copper

Lead

Mercury

Nickel

Zinc

1
10

100
1000

1
10

100
1000

1
10

100
1000

1
10

100
1000

1
10

100
1000

1
10

100
1000

1
10

100
1000

1
10

100
1000

51103
9,104
2,104

3*103

4.106
3.105
2.104
2.103

3.106
4,105
5*104
5*103

1.106
2*105
3!104
6,103

3.105
2.105
1? 105
9 l 104

3.106
2.105
2,104
1.103

5.105
1.105
4.104
9*103

1*106
2.105
5*104
1* 104

70
50
30
24

20
25
30
40

25
20
17
15

50
30
25
14

75
30
10
1

25
30
30
45

70
50
20
10

40
30
17
10

30
50
70
76

80
75
70
60

75
80
83
85

50
70
75
86

25
70
90
99

75
70
70
55

30
50
80
90

60
70
83
90
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FIGURE IV-77 PARTITION COEFFICIENT FOR COPPER IN STREAMS

oxygen is present. The model MINEQL has been run for conditions corresponding to

oxidizing environments.

4.10.4.2.4 Dilution

When wastewater is discharged into a river, the metal speciation of the wastewater-

river water mixture can be significantly altered compared with metal speciation in

the wastewater. This is because the master variables of pH, pe, ionic strength,

temperature in the wastewater-river mixture can be quite different from those of

wastewater alone.

Examples of processes likely to be important during mixing are:

and

the

l Volubility changes due to significant changes in species concentrations

and redox conditions (say from anoxic conditions where sulfides can

control volubility to oxic conditions and where carbonates or hydroxides

can control volubility).
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l pH changes can influence the fraction of species adsorbed and the

relative distribution of the dissolved species.

4.10.4.2.5 Processes of Secondary Importance

Other processes that can influence the fate of a few of the priority metals are
volatilization, photolysis, and biodegradation. Each of these processes is discussed

in detail in Chapter II of this document as they relate to organic contaminants.

Volatilization is the physical transfer of metal from the water column into the

atmosphere. Elemental mercury can volatilize and so possibly can arsenic. Photolysis

is the chemical process of degradation through absorption of solar energy and may

influence the fate of cyanide and mercury. Biodegradation, or the microbial degra-

dation of metal complexes, can influence a number of priority metals. In this

section, the processes of volatilization, photolysis, and biodegradation are given

minor attention. While photolysis and biodegradation may influence metal speciation,

the metal itself can still be present in the water column, although as a complex

which may have different toxicity than before.

4.10.4.3 Metal-by-Metal Discussion

This section summarizes the fate of nine priority metals in oxidizing surface

water environments. Figure IV-78 shows a periodic table of the elements and illus-

trates the placement of each of the priority metals discussed (see the circled

elements). The common oxidation states of each metal are shown above and to the left

of the symbol for each metal. Table IV-63 summarizes the discussion that is to
follow. The table shows the metals affected by oxidation-reduction, the primary

species which are likely to be present in each environment, the solids controlling

volubility, and pH-pe combinations that are conducive to mobilizing the metals

(e.g., increasing volubility).

4.10.4.3.1 Arsenic

A source of arsenic in the natural environment in the United States is coal-fuel

power plants, which emit approximately 3000 tons of arsenic per year (Nelson, 1977).

Arsenic trioxide, AS203(S), is formed and is often the compound which first reaches

surface waters. Concentrations of arsenic in surface waters of the United States

range from 5 to 340 ppb, with a mean value of 64 ppb (Kopp, 1969). In contrast,

average arsenic concentrations in ocean waters are about 2 ppb.

Figure IV-79 is a pe-pH diagram for arsenic , without the influence of organic

material, showing its behavior for total arsenic ranging from 10-6 to 10-3 M (0.1 to 100

ppm). In oxidizing environments likely to exist in most surface waters (i.e. pe
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FIGURE IV-78 PERIODIC TABLE OF THE ELEMENTS (FROM SNOEYINK)
AND JENKINS, 1980)

values exceeding 8 or so), the pentavalent arsenic

and HAsO~- being the most likely anions. Only at relatively low pe values (around O

or less) at the pH range likely to exist in natural waters will the trivalent form be

stable. As evidenced from the pe-pH diagram, arsenic(V) is a triprotic acid, and its

behavior is quite similar to that of phosphoric acid.

Arsenic(V) forms a series of salts with alkaline-earth metals (magnesium,

calcium, strontium, and barium) and with a number of the heavy metals (such as

nickel, copper, zinc, cadmium, and lead) which are quite insoluble. For example,

oversaturation with respect to Pb3(As04)2(s) at an As(V) concentration of 10-5 M can

occur when lead concentrations exceed 10-5 M at pH = 7. However, 10-5M of either lead

or arsenic is high and far exceeds the 1980 U.S. EPA’s water quality criteria, and

the simultaneous occurrence of both is unlikely. While thermodynamics favor oxida-
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FIGURE IV-79 PE/PH STABILITY FIELD DIAGRAM FOR ARSENIC AT 25°C

tion of As(III) to As(V) in oxic surface waters, the kinetics of the oxidation

process are thought to be such that As(III) can remain in this reduced form for

relatively long periods of time; e.g. order of months (Tallman and Shaikh, 1980). As

indicated earlier, arsenic from combustion can enter Surface waters as As203(s).

This compound then reacts with water to form arsenious acid, H3As03 which is in the

+3 oxidation state (see Figure IV-79). Depending on the rate of the oxidation reaction,
the more toxic trivalent arsenic might remain present in the water.

Both As(III) and As(V) species are expected to adsorb onto surfaces, such as

oxide surfaces and clays. The As(V) species have greater adsorptive

the As(III) species. Adsorption generally decreases with increasing

that adsorption is more likely to be important in acidic waters.

4.10.4.3.2 Cadmium

tendency than do

pH, indicating

In natural fresh water, cadmium can be present in extremely low concentrations

(e.g. less than 0.01 ~g/1 ). Sources of cadmium include both industrial effluents

(pigments, plastics, alloys, and electroplating) and municipal effluents industrial

sources may account for up to 90 percent of the cadmium released domestically

(Environmental Science and Technology, 1971) . Cadmium is extremely toxic to fish,

and effects on the growth rate have been observed at concentrations between 5 and 10
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Pg/1 (Gardiner, 1974). The suggested U.S. EPA criteria for protection of aquatic life

are quite low also, varying from 0.01 to 0.05 #g/l for waters having harnesses of 50

and 200 mg/l as CaC03, respectively.

Cadmium speciation is similar to that of zinc, as might be expected, since they

are located in the same group in the periodic table and in adjacent periods 4 and 5

(see Figure IV-78). In oxic surface waters, cadmium is present in the 2+ oxidation

state, so that redox reactions are not important for this element.

Cadmium can form complexes with hydroxide, carbonate, chloride, sulfate, and

humic materials. Complexes with humic materials can be important when sufficient

organic matter is present.

In fresh water, the concentrations of cadmium are usually far below the maximum

permitted by its volubility products. Volubility is probably controlled by the

carbonate, which should limit the soluble Cd(II) to between 0.1 to 1.0 mg/l. In the

pH range of natural waters, hydroxide volubility is about an order of magnitude

greater than this.

Figure IV-80 shows the speciation of cadmium in freshwater as a function of pH

in the presence of an adsorbate Si02(s). The total cadmium present is 10-6 M (0.1

mg/l). Even at these high

until the pH exceeds about

below this pH.

Adsorption of cadmium

concentrations, cadmium does not begin to precipitate

6.9. The uncomplexed cadmium is the dominant species

appears to follow a linear isotherm at total cadmium
concentrations of about 5.0 pg/1 or less (Gardiner, 1974). Concentrations of cadmium

in natural waters are generally less than this, except in cases of extreme pollution.

The proportion of cadmium adsorbed in the water column can be significant.

Gardiner (1974) found that between 30 and 46 percent of cadmium in the water column

was sorbed at total cadmium levels between 2.1 and 5.5~g/1,  and at a suspended

solids level of 34 mg/l.

According to the work of Gardiner, levels of EDTA, a strong organic completing

agent, below about 30 Mg/1 did not significantly affect cadmium speciation. At

higher levels (i.e. 300Fg/1),  the percent adsorbed was decreased by about half.

4.10.4.3.3 Chromium

Background chromium levels in many natural waters are approximately 10-8 M (0.5

ppb). Chromium levels in wastewater range up to 10 M (500 ppb), which is near the

volubility for chromium at neutral pH, where Cr(OH)3(s)  can control volubility (for

anoxic conditions).

Figure IV-81 is a pe-pH diagram showing the stability of chromium species at a

total chromium concentration of 10-5 M (The effects of organic species are not included

but can be important.) At the pe values normally encountered in river waters (above

5), the free Cr 3+ ion is expected to be present only in very acidic water (pH<4).
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FIGURE IV-80 CADMIUM SPECIATION AS A FUNCTION OF PH IN THE PRESENCE
OF 1,55 M2/L

However, as the pH increases, at low

to be CrOH2+ and Cr(OH)~ . The most

S102(S), CDt =10-6M,

pe, important soluble Cr(III) species are likely

important Cr(VI) species are HCrO~ and CrO~-, and
they are likely to be present at pH values between 6.2 and 8 at high pe values.

These anionic forms of chromium are fairly soluble and are relatively mobile in

surface waters.

The presence of other metals can control the concentration of Cr(VI). Such

metals include barium, calcium, strontium, copper, and lead. Lead concentrations as

low as 10-7 M (10 ppb) can produce chromate precipitation if concentrations of

chromium (VI) exceed 10-7 M at pH = 7.

While Cr(VI), in the presence of Fe(III) and dissolved sulfides, can be readily

reduced to Cr(III), these compounds are not likely to be present in oxic surface

waters. Cr(III) on the other hand can be oxidized by dissolved oxygen, but rather

Slowly. The fate of chromium depends on its oxidation state: Cr(III) is likely to
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FIGURE IV-81 PE/PH DIAGRAM SHOWING STABILITY OF
CHROMIUM SPECIES FOR CRT = 10-5M,

be sorbed and found in bottom sediments, and Cr(VI) is more likely to be carried in

the water column.

4.10.4.3.4 Copper

Elemental copper is a soft metal with an atomic weight of 63.5 and a density of

8.9 g/cm3. It is a ubiquitous element in rocks and minerals and usually occurs as

sulfides and oxides. Its concentrations in natural rocks typically vary from 4 ppm

to 55 ppm, and natural background levels are often between 1 to 10 pg/1 in rivers.

Industrial sources of copper include smelting and refining industries, copper-wire

mills, and iron- and steel-producing industries.

The 2+ valence state is stable in oxic environments, while copper complexes with

1+ valences exist in reducing environments (Figure IV-82). For oxic waters, pe is

typically near 10, and the equilibrium valence state is 2+ regardless of pH.

Several different researchers have investigated the equilibrium speciation of

copper, both in the presence and in the absence of organic completing agents. Figure

IV-83a

of the

shows the predictions of Long and Angino (1977) in fresh water in the presence
ligands OH-, Cl-, CO$-, SO!-, and HCO~. The results show that either the free
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FIGURE IV-82 PE/PH DIAGRAM SHOWING AREAS OF DOMINANCE OF FIVE
SPECIES OF COPPER AT EQUILIBRIUM AT250C AND 1 ATM.

copper predominates (at pH values below about 6.5) or Cu(OH)~ predominates at higher
pH values.

Vuceta and Morgan (1978) investigated the speciation of 10-6 M of total copper
also in the presence of inorganic ligands, plus an adsorbing surface expressed as Si02

(s). Their results are shown in Figure IV-83b, and indicate that for pH26,5, the

adsorbed form of copper predominates. The free ion is probably present in significant

quantities below pH 7 and is the predominant species below pH 6.5. Copper volubility

in most fresh water appears to be controlled by malachite (CU2(OH)2C03)  rather than

the hydroxide (Stiff, 1971). However, precipitation of malachite is a slow process.

Organic ligands can complex copper and increase its volubility in water. Vuceta

and Morgan (1978) found that when EDTA was added as an organic ligand to their

equilibrium model, the adsorbed and organically complexed copper were the predominant

species, when at least 10‘6”3 M EDTA was present. At higher amounts of organic
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FIGURE IV-83 COPPER SPECIATION (A) IN THE PRESENCE OF INORGANIC
LIGANDS; (B) IN THE PRESENCE OF INORGANIC LIGANDS
AND AN ADSORBING SURFACE, 1.55 M2/L S102 (s).
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completing agents, a greater quantity of adsorbing surface is required for the sorbed

phase to be of significance. Gupta and Harrison’s (1982) investigations produced

similar results. They found that the addition of humic materials reduced the

adsorption coefficient, K
P’

in a dilute system of kaolin and copper in water. The
influence of the humic acid was evident at concentrations below 1 mg/l (Figure

IV-84) .

4.10.4.3.5 Lead

Lead is a constituent of hundreds of natural minerals, and its average abundance

in the earth’s crust is 15 ppm. Natural background levels of lead in inland waters

typically average 1 pg/l or less. However, areas impacted by man, such as from lead

mining, can have concentrations on the order of 50pg/1. Lead is used in metal

products (with storage batteries being a primary use), pigments, gasoline antiknock

additives, and other miscellaneous uses.

While lead exists in three oxidation states (O, 2+, and 4+), the 2+ oxidation

state predominates in natural surface waters. Long and Angino (1977) evaluated the

equilibrium speciation of lead in a freshwater environment containing only the

inorganic ligands OH-, Cl-, CO$-, SO;-, and HCO~. Figure IV-85a shows their results.
The ~b2+

ion is the predominant specie at pHs7, while at 7spHs9, PbCO~ is the

major specie.

Vuceta and Morgan (1978) also used an equilibrium model approach for lead

speciation in fresh water in the presence of inorganic ligands plus an adsorbing
2+surface. Figure IV-85b shows their results. Again, Pb predominates below pH = 7,

and PbCO~ predominates at higher pH. For the amount of adsorbing surface used in the

analysis (1.55 m2/1 Si02(s)),  the concentration of adsorbed lead was approximately an

order of magnitude below the dissolved phase concentration. Small additions of iron

and manganese oxides to the model data base, which provide further adsorption

surfaces, did not appreciably change the results.

Lead can precipitate as a number of compounds including pbS04(s), pbC03(s),

Pb(OH)2(s),  PbS(s), and pb3(P04)2. The PbC03(s) can control volubility in natural

waters. Near pH = 8, the lead volubility is probably between 30 to 100Pj/1, and

rapidly increases at lower pH values. In soft waters at low pH values, lead volubility

can be quite high so that using such a water type for drinking may be a health hazard

if lead pipes comprise the water distribution system.

Lead readily forms complexes with organic ligands, which tend to increase the

amount of lead which can be dissolved in water. In Vuceta and Morgan’s equilibrium

modeling results (1978), they found that when a strong completing agent such as EDTA

exceeded about 10-6”3 M, more of the lead was complexed than was not. The total lead

present was 10-7 M (20wg/1).
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FIGURE IV-84 EFFECT OF HUMIC ACID ON PARTITIONING OF COPPER,
(NOTE. THE HUMIC ACID WAS OBTAINED FROM THE
ALDRIDGE CHEMICAL COMPANY; NA-SALT, WATER
SOLUBLE.)

Lead is readily adsorbed to numerous solid surfaces, including organic matter,

clay, silica, and iron and manganese oxides. Lead adsorption is pH dependent and the

adsorption edge occurs at lower pH than that of either copper or zinc.

4.10.4.3.6 Mercury

Elemental mercury is a silver-white metal and is a liquid at room temperature.

It has a specific gravity of 13.5 and a vapor pressure of 0.0012 torr. It is used in

the electrolytic preparation of chlorine and caustic soda, in electrical apparatus

such as mercury battery cells, in control instruments such as thermometers, in

laboratory applications, and in other industrial applications. Concentrations of

mercury in natural rocks range from about 5 to 1000 ppb, with 80 ppb being a typical

value. Typical background mercury levels in natural surface waters average 0.01 to

o.1wJ/1.

Mercury can exist in the natural environment in one of three oxidation states:

O (the metallic form), 1+ (mercurous), or 2+ (mercuric). Figure IV-86 illustrates

for the predominant inorganic species present in water under equilibrium conditions

(Gavis and Ferguson, 1972).

For typical pe-pH values in surface waters, either the chloride or hydroxide
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FIGURE IV-85 LEAD SPECIATION (A) IN THE PRESENCE OF INORGANIC
LIGANDS; (B) IN THE PRESENCE OF INORGANIC LIGANDS
AND A SOLID ADSORBING SURFACE (1.55 M2/L S102(s))0
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FIGURE IV-86 PE/PH DIAGRAM FOR HG, SHOWING PREDOMINANT SPECIES
IN SOLUTION FOR CONCENTRATIONS OF TOTAL HG
GREATER THAN 5PG/L,

species predominate for the conditions shown. The solubilities of these compounds

are great enough that precipitation of mercury in oxidizing environments is usually

not a concern.

Mercury possesses an affinity for sulfhydryl groups (-SH) and can form organic

sulfhydryl complexes. Mercury also forms compounds with alkyl groups (e.g. dimethyl

mercury). The methyl mercury ion (CH3Hg+)  can be discharged from industrial effluents

and can be synthesized from inorganic mercury by bacteria which reside in sediments.

Mercury strongly adsorbs to a variety of solids, including organics, clays,

metal oxides, and sand. Halide ions (e.g. Cl-, Br-,l ‘) appear to suppress

mercury adsorption.

Based on elemental mercury volubility of 19.2p-g/l  at 50”C and 81.3wg/l at 30°C

and a vapor pressure of 0.0012 torr, the calculated Henry’s Law constant lies between

10-2 to 10-3 atm*m3/mole. Elemental mercury is relatively volatile. Both organic

and inorganic mercury compounds exh

4.10.4.3.7 Nickel

Nickel is present in the earth

bit volatility.

s crust at an average concentration of approxi-
mately 80 ppm. Background levels in surface waters are 1 Pg/1 or less. Although

nickel forms compounds with valences of O, 1+, 2+, 3+, and 4+, the important valence

state is 2+.
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Nickel can precipitate as the hydroxide and carbonate, as studied by Patterson

et al. (1977). Figure IV-87 shows the volubility limits for nickel carbonate and——
‘1”2M total inorganic carbon (TIC).nickel hydroxide in the presence of 10 While this

amount of total carbon is significantly greater than found in natural rivers, the

figure does illustrate that neither nickel carbonate nor the hydroxide is likely to

limit volubility in the natural environment except at high nickel concentrations.

Nickel can be adsorbed by a variety of substances, including iron and manganese

oxides and organics. However, nickel is thought to be relatively mobile in the

aquatic environment, especially in comparison with other metals. The work of Vuceta

and Morgan (1978) appear to substantiate this. They evaluated the chemical speciation

and adsorption of 10-6”5 M (19pg/1) of total nickel in the presence of inorganic

ligands which included OH-, CO;-, and SO~- and a solid surface expressed as Si02(s)

(the equivalent of 310mg/l). They found that at

(18ug/1) was present on the free divalent cation

adsorbed. Adding small amounts of Fe(OH)3(s) and

amount of nickel adsorbed; the free ion again was

pH = 7, practically all of the Ni

and that only a small amount was

Mn02(s) had little influence on the

the predominant species.

Complexation with organic ligands can be very important for nickel, and tends to

further increase the mobility of this metal. Vuceta and Morgan (1978) found that 10-6”5

M (90 pg/1) of EDTA added to natural water at pH = 7 complexed about 50 percent of

the nickel, with the remainder present as the free ion.

4.10.4.3.8 Silver

Elemental silver is a white ductile metal having an atomic weight of 107.9. It

is primarily used in electroplating, as a conductor, in alloys, paints, jewelry,

silverware, and mirror production. Background levels of silver are low in the

aquatic environment, ranging from about O.W~g/l to 0.6 pg/1 (Kharkov et al ., 1968).

In the earth’s crust, silver typically occurs in concentrations of about 0.1 ppm.

Silver is quite toxic to bacteria, invertebrates, and fish. Chronic toxicity to

freshwater aquatic life may occur at concentrations as low as 0.12pg/l. Of the

heavy metals only mercury is considered more toxic.

Silver can have valence states of O, 1+, 2+, and 3+. The O and 1+ valence

states are the most prevalent in the aquatic environment.

Volubility controls in the aquatic environment are probably not exerted by

either the oxide or carbonates. However, silver halides are quite insoluble and can
-3

control volubility. Hem (1970) states that chloride concentrations as low as 10 M

(35mg/l) can limit volubility to below about 10wg/1.

Silver adsorbs to a variety of surfaces, including ferric hydroxides, clay

minerals, and organics. Also, adsorption to manganese dioxide can be significant

(Kharkovet  al., 1968).——
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FIGURE IV-87 NICKEL CARBONATE AND NICKEL HYDROXIDE

VOLUBILITY PHASE DIAGRAM (TIC = 10 ‘1”2ML

4.10.4.3.9 Zinc

The chemistry of zinc is similar to that of cadmium, which is found directly

below it in the periodic table. Zinc, however, is more abundant than cadmium; and is

an essential element in trace quantities for building tissues. In oxic aqueous

systems, zinc exists in the 2+ oxidation state.

Typical concentrations of zinc in soils range from 10 to 300 ppm, with the

average being approximately 50 ppm (Bowen, 1966). The median concentration of Zn in

surface waters of the United States is approximately 20pg/1 (Durum et al ,, 1971).

Zinc is used as an oxide pigment in rubber and paint, in agricultural fertilizers

and sprays, in the textile industry, and battery production. The major metallurgical

uses are in the galvanizing of metal and production of brass and other alloys.

Figure IV-88 from Vuceta and Morgan (1978) shows zinc speciation as a function

of pH, assuming the total zinc is 10-7 M (7~g/1),  and in the presence of an adsorbing
surface, expressed as Si02(s). Throughout the pH range shown (6.2 to 8.0), the free

metal ion predominates. The next most predominate species are sulfate and carbonate,

even more prevalent than the adsorbed zinc.

Models of zinc speciation based on inorganic ligands are altered in the presence

of organic matter, which appear to increase soluble zinc. The results of Vuceta and

Morgan (1978) suggest that organic complexation is important at

approximately 6 and at ligand concentrations exceeding 100~g/1

Zinc is normally undersaturated in natural waters. Potent
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FIGURE IV-88 ZINC SPECIATION IN THE PRESENCE OF INORGANIC
LIGANDS AND AN ADSORBING SURFACE (1.55 M2/L
s102(S))1

include Zn(OH)2(s), ZnC03(s) and, as suggested by Hem (1970), zinc silicate. Figure
IV-89a shows the theoretical zinc hydroxide volubility curve (Patterson et al .,

1977) . The minimum total zinc occurs at pH 9.5 and is approximately 130yg/1. At

pH values slightly lower, and in the range of natural water, the volubility can be 1

to 2 orders of magnitude higher. The carbonate species is expected to provide a

slightly more severe limitation on zinc volubility. Figure IV-89b shows volubility

‘7 M of total inorganic carbon, which corresponds toof zinc in the presence of 10

approximately 60 mg/l HCO~ in the pH range of natural waters. At pH 8, the total
zinc volubility is approximately 200Pg/1. Figure IV-89c illustrates the volubility

of zinc silicate for a total dissolved silica concentration of about 10-4 M (6 mg/l),

typical of many rivers. At a pH of about 8, the total zinc is limited to less than

10 ~g/1, which is considerably below volubility for the total hydroxide or carbonate.

Zinc can strongly adsorb to solid, such as hydrous metal oxides, clays, and

organic matter. Even though zinc does adsorb to a high degree, Vuceta and Morgan

(1978) found that zinc can complex with organic ligands which increases the dissolved

fraction found in the water column. For the conditions they investigated, the

complexed fraction plus the free ion comprised about 80 percent of the zinc in the

water column, while the adsorbed fraction was 20 percent or less.
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FIGURE IV-89 ZINC VOLUBILITY, (A) ZINC HYDROXIDE;
(B) ZINC CARBONATE; (c) ZINC SILICATE,
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4.10.4.4 Equilibrium Modeling Analysis

4.10.4 .4.1 Introduction

The analysis in Section 4.10.3 treats metals as pollutants which speciate into

either adsorbed or dissolved form. Based on this approach, the distribution of

metals in the water column or in the bedded sediments can be estimated using a

relatively modest amount of data, particularly with respect to the chemical charac-

teristics of the water which transports the metals. In contrast to this simplified

picture of metal behavior, the previous section showed that metals can form a large

number of compounds, soluble and insoluble, with organic and inorganic ligands and

can become adsorbed to organic or inorganic solids.

Although approaches that consider metal speciation require more information to

implement, they can also address questions that the analyses in Section 4.10.3 can

not. For example:

l How do the chemical properties of the river water affect metal speciation?

o What are likely to be the predominant species of metal present?

@ When is precipitation likely to occur?

l Under what conditions are the more toxic species likely to be present?

Equilibrium models provide a key for answering these questions since they can calculate

the species’ distribution of metals for a specific set of receiving water conditions.

The models assume that rate-limited processes are so fast that the species quickly

come to a state of equilibrium. While equilibrium models themselves are not transport

models, they can be combined with transport models. That equilibrium models rather

than rate models have been developed by researchers indicates that knowledge is still

quite limited regarding the fate of metals in aquatic systems and that rate models

do not appear to be feasible at present.

Based on the foregoing, the approach selected here is to choose an equilibrium

model and to apply it to a variety of water types found throughout the United States.

The results are tabulated for easy reference.

4.10.4.4.2 Choice of Typical Waters

Typical waters chosen for the purposes of this report are based on the United

States Geological Survey’s National Water Quality Network (NASQAN; Briggs and Ficke,

1977). That report is based on the 1975 water year and is their most recent report.

Figure IV-90 shows the USGS’s water resources regions within the United States.

Fifteen stations were selected within these regions based on regional represen-

tation, population, and interrelationships of the chemical constituents in the

rivers. They are also shown in Figure IV-90.

The characteristics of the waters at the selected stations are shown in Table

IV-64. The standard deviation as well as mean values are given for water temperature,
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IV-90 WATER RESOURCES REGIONS OF THE UNITED STATES

and PH. The range, rather than the mean, is shown for total

FIGURE

suspended solids,

organic carbon.

For comparison against the standard waters, a low pH water at the outlet cf

Woods Lake in the Adirondack Mountains in New York State has been added. The pH of

the water averages 4.7, the alkalinity is -lOweq/1,  and the water is very soft

(hardness = 6 mg/l as CaC03). In such a water, metals might tend to dissolve, and

due to the low hardness, criteria levels would be quite low for the metals whose

standards relate to hardness.

4.10.4.4.3 Equilibrium Model Chosen

A variety of equilibrium models capable of

developed in the past decade. Summaries of the

predicting metal speciation have been

performance and capabilities of the
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Table IV-64

-558-



models can be found in Nordstrom et al . , 1979. The model selected for this project

is MINEQL.

MINEQL (Westall et al ,, 1976) has evolved over the years and is based on an

earlier equilibrium model called REDEQL. The version of MINEQL used in this

chapter is called MINEQL+STANFORD, in recognition of modifications done at Stanford

University.

MINEQL uses the equilibrium constant approach (in contrast to the direct minimi-

zation of the Gibbs free energy function) to attain equilibrium composition of

species. The model is quite versatile and allows the user numerous options. For

example, redox reactions can be considered or not at the discretion of the user.

Adsorption can be modeled using the electrical double layer theory, which considers

the interaction of charged ions in solution and at a solid surface. Precipitation

can be considered at the discretion of the user, or suppressed as desired.

4.10.4.4.4 Results

Tables IV-65 through

natural waters selected.

IV-79 summarize the predictions of MINEQL for the 15

For each metal, a range of concentrations is analyzed

beginning at typical background levels and continuing for concentrations well above

the water quality criteria. Concentrations are expressed as -log molar and pg/1.

Organic ligands have not been included in this analyses. Organics are not

included because major uncertainties exist as to the effects of organics on metals

(particularly how to quantify the effects) and not because they are unimportant.

In selecting surface waters for analysis, the primary variables that should be

considered by the user include pH, hardness, bicarbonate (an approximate measure of

alkalinity), and specific conductivity. By cross-comparing results from several

similar rivers, sensitivity to parameters can be estimated.

While Tables IV-65 through IV-79 are straightforward in their use, a number of

features of the tables may not be readily apparent, and are listed here.

1. The concentrations of numerous metals are elevated enough in model

simulations so that they precipitate in some rivers. For example, in the

Hudson River, 81 percent of the lead is predicted to precipitate as

Pb(OH)2(s) when the total lead is 1000pg/1 (see Table IV-65). The

volubility of lead as limited by this process would be 0.19 (1000) = 190pg/1.

2. If the metals are present in low enough concentrations so that precipi-

tation does not occur, the percent metal speciation is largely independent

of total metal concentration. For example, Table IV-65 shows that

speciation of zinc in the Hudson River at concentrations below 1000wg/1
2+can be predicted by knowing that approximately 72 percent is Zn ,

15 percent is ZnCO~, 8 percent is ZnHCO~, and 2 percent is

ZnOH+. Thus, the user has the flexibility of ignoring precipitates
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TABLE IV-65

METAL SPECIATION IN THE HUDSON RIVER

Tested Range of Total Metal
Metal Concentrations as pMTand p.g/l Species

Arsenic 8.9-5.4 (0.1-540 pg/1) 74% HAsO;-

26% H@O~

Cadmium 9.5-6.2 (0.1-70pg/1) 95% Cd2+

2% cd SW
4

2% CdCl +

Chromium(III) 5.0 (520kg/1) 96% Cr(OH)3(s)*
(without redox)

3% Cr(OH)j

2% Cr(OH)~

Chromium(VI)

Copper

5.6 (130pg/1)

6.0 (40#g/1)

8.7-6.6 (0.1-4Wg/1)

8.7-5.0 (0.1-520yg/1)

4.8 (1000vg/1)

5.4 (250pg/1)

81% Cr(OH)3(s)*

11% Cr(OH)~

7% Cr(OH)~

23% Cry*

47% Cr(OH)+
2

30% Cr(OH)~

61% Cr(OH)+
2

38% Cr(OH)~

93% Cr2-
4

7% HCrO-
4

9S%CU2(OH)2C03(S)*

3% Cu(OH)o
2

1% Cucoo
3

81% CU2(OH)2C03(S)*

12% Cu(OH)O
2

6% CUCOO
3

1% CU2+
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TABLE IV-65 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Copper 6.0 (60pg/1) 49% Cu(OH)0
(Continued) 2

24% CuC@
3

21% CU2(OH)2C03(S)*

4% CU2+

8.5-6.6 (0.2-16pg/1) 62% Cu(OH)”
2

31% Cucoo
3

Lead 5.3 (looopg/1)

5.8 (316pg/1)

6% CU2+

l% CU(OH)+

81% Pb(OH)2(s)*

16% PbCOO
3

1% Pb(OH)+

52% PbCOo
3

41% Pb(OH)2(s)*

4% Pb(OH)+

3% Pb2+

8.3-6.3 (0.4-100vg/1) 88% PbCOO
3

7% Pb(OH)+

4% Pb2+

Mercury 12-9 (0.0002-O.2pg/1) 84% Hg(OH)”
2

15% HgCIOHo
Nickel 7.8-4.8 (1-1000vg/1) 94% Ni2+

4% NiOH+

2% Ni S@
4

Silver 8.8-6.2 (0.1-70pg/1) 65% Ag+

33% AgC1°

Zinc 7.3-4.8 (2-1000pg/1) 72% Zn2+

15% ZnCCP
3

*Predicted volubility limitations.

8% ZnHCO~

2% ZnOH+
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TABLE IV-66

METAL SPECIATION IN THE OGEECHEE RIVER

Tested Range of Total Metal
Metal Concentrations as pMT and p.g/l Species

Arsenic 8.9-5.4 (0.1-540wg/1) 54% ‘2Aso;
46% HAs02-

4

Cadmium 9.5-6.2 (0.1-70pg/1) 98% Cd2+

1% CdCl+

Chromium(III) 5.0 (520pg/1) 91% Cry*
(without redox)

9% Cr(OH)~

Chromium(VI)

Copper

5.5 (160wg/1) 61% Cry*

35% Cr(OH)+
2

2% Cr(OH)~

1% Cr(OH)2+

8.7-6.0 (0.1-50~g/1) 90% Cr(OH)~

6% Cr(OH)~

4% CrOH2+

77% Cr02-
4

23% HCrO-
4

93% CU2(OH)2C03(S)*

3% Cu(OH)o
2

2% CU2+

1% Cuctw
3

4.8 (1000pg/1)

5.4 (250pg/1) 72% CU2(OH)2C03(S)*

ll%Cu(OH)”
2

10% CU2+

6% CuC@
3

8.5-6.5 (0.2-60pg/1) 40% Cu(OH)0
2

36% cu 2+

22% CUCCP
3

3% CUOH+
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TABLE IV-66 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Lead 5.3 (looovg/1) 72% PbC03(s)*

16% PbCOo
3

8% Pb2+

4% PbOH+

5.8 (316Wg/1) 52% PbCOO
3

23% Pb2+

13% PbOH+

11% PbC03(s)*

8.3-6.3 (0.4-100Kg/1) 58% PbCOO
3

26% Pb2+

15% PbOH+

Mercury 12-9 (0.0002-0:2pg/1) 77% Hg(OH)0
2

23% HgCIOHo

Nickel 7.8-4.8 (1-1000 pg/1) 98% Ni2+

1% NiOH+

Silver 8.8-6.2 (0.1-70pg/1) 79% Ag+

21% AgC1°

Zinc 7.3-4.8 (2-1000vg/1) 92% Zn2+

4% ZnHCO~

2% ZnC@
3

*Predicted volubility limitations.
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TABLE IV-67

METAL SPECIATION IN THE MUSKEGON RIVER

Tested Range of Total Metal
Metal Concentrations as pMT and pg/1 Species

Arsenic 8.9-5.4 (0.1-540wg/1) 94% HAs02-
4

6% H2AsO-
4

Cadmium 6.2 (70wg/1) 50% Cd2+

46% CdC03(s)*

2% CdCl+

1% CdSOo
4

1% CdC@

9.5-6.8 (0.1-20~g/1) 91% Cd2+3

Chromium(III)
(without redox)

Chromium(VI)

Copper

5.0 (52011g/1)

5.6 (130#g/1)

8.7-6.3 (0.1-20pg/l

8.7-5.0 (0.1-520vg/”

4.8 (1000pg/1)

5.4 (250 vg/1)

4% CdCl+

2% CdS@
4

2% CdCOO
3

91% Cr(OH)3(s)*

7% Cr(OH)~

62% Cry*

36% Cr(OH)~

2% Cr(OH)~

94% Cr(OH)~

6% Cr(OH)+
2

) 99%Cr02-
4

1% HCrO-
4

95% Cu2(OH)2C03(s)*

4% Cu(OH)0
2

1% Cucoo
3

80% CU2(OH)2C03(S)*

16% Cu(OH)o
2

4% Cucoo
3

-564-



TABLE IV-67 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMT and ~g/1 Species

Lead

Mercury

Nickel

8.5-6.6 (0.2 -16pg/1)

5.3 (looot.lg/1)

5.8 (316pg/1)

6.3 (100pg/1)

Copper 6.0 (60pg/1) 65% Cu(OH)O
(Continued) 2

18% CUCOO
3

16% Cu2(OH)2C03(s)*

77% Cu(OH)O
2

21% Cucoo
3

92% Pb(OH)2(s)*

7% PbCOO
3

75% Pb(OH)2(s)*

23% PbCOo
3

72% PbCOo
3

22% Pb(OH)2(s)*

3% PbOH+

3% Pb(C03)2-
2

8.3-6.9 (0.4-15pg/1) 93% PbCOo
3

4% Pb(OH)+

3% Pb(C03):-

12-9 (0.0002-O.2pg/1) 94% Hg(OH)O
2

6% HgCIOHo

4.8 (1-1000~g/1) 93% Nib*

6% Ni2+

1% NiOH+

5.3 (300pg/1) 77% Nib*

18% Ni2+

4% NiOH+

5.8 (90pg/1) 58% Ni2+

28% Nib*

12% NiOH+

1% NiSOo
4

7.8-6.3 (1-15pg/1) 80% Ni2+

17% NiOH+

2% NiSOo
4
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TABLE IV-67 (Continued)

Tested Range of Total Metal
Metal concentrations as pMTand pg/1 Species

Silver 6.2 (70pg/1) 41% Ag+

40% AgC1°

17% AgCl(s)*

2% AgCl ;

50% Ag+

48% AgC1°

3% AgCl ;

Zinc

8.8-6.7 (0.1-15~g/1)

4.8 (1000~g/1)

7.3-5.3 (2-320~g/1)

58% ZnC03(s)*

21% ZnC~

10% Zn(C03)~-

7% Zn 2+

2% ZnHCO~

49% ZnC~

23% Zn(C03)~-

17% Zn2+

6% ZnHCOj

3% Zn(OH)0
2

2% ZnOH+

*Predicted volubility limitations.
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TABLE IV-68

METAL SPECIATION IN THE OHIO RIVER

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Arsenic 8.9-5.4 (0.1-540pg/1) 66% HAsO~-
4

34% H2AsO~

Cadmium 9.5-6.2 (0.1-70wg/1) 93% Cd2+

5% CdSOo
4

3% CdCl +

Chromium(III) 5.0 (520 pg/1) 94% Cr(OH)3(s)*
(without redox)

4% Cr(OH)~

1% Cr(OH)~

76% Cr(OH)3(s)*

18% Cr(OH)+
2

5% Cr(OH)~

5.5 (160Wg/1)

6.0 (50pg/1) 75% Cr(OH)+
2

19% Cr(OH)~

4% Cr(OH)3(s)*

2% CrOH+

6.5-8.7 (0.1-8 @l) 79% Cr(OH)o
2

20% Cr(OH)~

Chromium(VI)

Copper

2% CrOH+

8.7-5.0 (0.1-520pg/1) 90% CrO~-

10% HCrO-
4

4.8 (1000pg/1) 9S%CU2((IH)2C03(S)*

2% Cucoo
3

2% Cu(OH)o
2
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TABLE IV-68 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMT and wg/1 Species

Copper 5.3 (300~g/1) 81% CU2(OH)2C03(S)*
(Continued)

8% CUCOO
3

8% Cu(oH)O
2

Lead

Mercury

Nickel

Silver

5.8 (100 #g/1)

8.5-6.5 (0.2-15Klg/1)

5.3 (looopg/1)

5.8 (316pg/1)

6.3-8.3 (0.4-100pJ3/1)

12-9 (0.0002-O.2yg/1)

7.8-4.8 (1-1000Wg/1)

8.8-6.2 (0.1-70yg/1)

2% CU2+

35% Cucoo
3

34% Cu(OH)o
2

21% Cu2(oH)2C03(s)*

9% CU2+

44% Cucoo
3

43% Cu(OH)o
2

11% CU2+

81% PbC03(s)*

16% PbC~

1% Pb2+

52% PbC~

41% PbC03(s)*

3% Pb2+

3% PbOH+

88% PbC~

6% Pb2+

6% Pb OH +

72% Hg(OH)O
2

27% HgCIOHo

1% HgC1°
2

93% Ni2+

5% NiSOo
4

2% NiOH+

93% Ag+

38% AgClo

1% AgCl o
2
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TABLE IV-68 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Zinc 7.3-4.8 (2-1000pg/1) 72% Zn2+

11% ZnCOo
3

10% ZnHCO~

4% ZnSOO
4

*Predicted volubility limitations.

TABLE IV-69

METAL SPECIATION IN THE MISSISSIPPI RIVER

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Arsenic 8.9-5.4 (0.1-540pg/1) 90% HAs02-
4

Cadmium

Chromium(III)
(without redox)

10% H2Aso-
4

6.2 (70pg/1) 91% Cd2+

6% CdC03(s)*

1% CdCOo
3

9.5-6.7 (0.1-20pg/1) 97% Cd2+

1% CdC~

5.0 (520 pg/1) 94% Cr(OH)3(s)*

6% Cr(OH)~

5.5 (160~g/1) 74% Cry*

23% Cr(OH)~

4% Cr(OH)~

6.3-8.7 (0.1-20pg/1) 86% Cr(OH)~

14% Cr(OH)~

1% HgCIOHo

-569-



TABLE IV-69 (Continued)

Tested Range of Total Metal
Metal concentrations as pMTand pg/1 Species

Chrotnium(VI) 8.7-5.0 (0.1-520wg/1) 98% CrO~-

2% HCrO-

4

Copper 4.8 (1000Wg/1) 9S%CU2(OH)2C03(S)*

3% Cu ( OH)O
2

1% Cucoo
3

81% CU2(OI-I)2C03(S)*

14% Cu(OH)0
2

5.4 (250 pg/1)

5% Cucoo
3

Lead

Mercury

6.0 (60pg/1) 56% Cu(OH)o
2

22% CU2(OH)2C03(S)*

21% Cucoo
3

8.5-6.6 (0.2-16pg/1) 71% CU(OH)0
2

27% CuC@
3

5.3 (looopg/1) 87% Pb(OH)2(s)*

12% PbC@
3

5.8 (316pg/1) 60% Pb(OH)2(s)*

37% PbC~

8.3-6.4 (0.4-100pg/1) 94% PbCCP
3

4% PbOH+

2% PbCO;-

12-9 (0.0002-O.2pg/1) 99% Hg(OH)o
2
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TABLE IV-69 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Silver

Zinc

Nickel 4.8 (1000pg/1) 83% Nib*

15% Ni2+

2% NiOH+

5.3 (320pg/1) 47% Nib*

46% Ni2+

6% NiOH+

7.8-5.8 (1-40pg/1) 87% Ni2+

12% NiOH+

8.8-6.2 (0.1-70pg/1) 91% Ag+

9% AgCl 0

4.8 (1000pg/1) 55% ZnC03(s)*

21% ZnCOo
3

14% Zn2+

5% Zn(CU3)2-
2

4% ZnHCO+
3

7.3-5.3 (2-320pg/1) 46% ZnCOo
3

30% Zn2+

12% Zn(C03)2-
2

2% ZnOH+

*Predicted solubility limitations.
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TABLE IV-70

METAL SPECIATION IN THE MISSOURI RIVER

Tested Range of Total Metal
Metal Concentrations as pMT and pg/1 Species

Arsenic 8.9-5.4 (0.1-540}q/1)

Cadmium 6.2 (70~g/1)

9.5-6.8 (0.1-20pg/1)

Chromium(III) 5.0 (52011g/1)
(without oxidation-
reduction)

5.6 (100wg/1)

Chromium(VI)

Copper

8.7-6.3 {0.1-20Ag/1)

8.7-5.0 (0.1-520pg/1)

4.8 (1000pg/1)

5.4 (250 i.lg/1)

6.0 (60pg/1)

93% HAs02-
4

7% H2Aso~

66% Cd2+

21% CdC03(s)*

10% CdSOo
4

2% CdCl+

83% Cd2+

12% CdSOo
4

3% CdCl+

1% CdCoo
3

92% Cry*

7% Cr(OH);

67% Cry*

30% Cr(OH);

3% Cr(OH)+
2

91% Cr(OH);

9% Cr(OH)j

77% Cr02-
4

1% HCrO-
4

95% CU2(OH)2C03(S)*

3% Cu(OH)~
z

1% Cucoo
3

81% CU2(OH)2C03(S)*
13%CU (OH)o

2

5% Cucoo
3

55% Cu(OH)o
2

22% CU2(OH)2C03(S)*

21% Cucoo
3
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TABLE IV-70 (Continued)

Tested Range of Total Metal
Metal Concentrations aspMT and Vg/1 Species

Copper 8.5-6.6 (0.2-16pg/1)
(Continued)

Lead

Mercury

Nickel

Silver

5.3 (looopg/1)

5.8 (316~g/1)

8.3-6.3 (0.4-100pg/1)

12-9 (0.0002-O.2pg/1)

4.8 (1-1000pg/1)

5.3 (300pg/1)

7.8-5.8 (1-90pg/1)

6.2 (70pg/1)

8.8-6.8 (o.1-2opg/1)

72% Cu(OH)o
2

30% Cucoo
3

1% CU(C03) 2-
2

89% Pb(OH)2(s)*

10% PbCOo
3

66% Pb(OH)2(s)*

31% PbCOo
3

1% Pb(C03)2-
2

1% Pb(OH)+

93% PbC@
3

3% Pb(CO)2-
2

3% Pb(OH)+

93% Hg(OH)o
2

7% HgCIOW

86% Nib*
10% Ni2+

2% NiSOO
“4

2% NiOH+
56% Nib*
33% Ni2+

5% NiSOo
4

5% NiOH+

77% Ni2+

12% NiOH+

11% NiSOo
4

53% Ag2+

40% AgClo

5% AgCl(s)*

55% Ag2+

42% AgClo

1% AgSO:
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TABLE IV-70 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMT and pg/1 Species

Zinc 4.8 (1000pg/1)

7.3-5.3 (2-320pg/1)

53% ZnC03(S)*

21% ZnCO~
3

10% Zn2+

10% Zn(C03)2-
2

2% Znsoo
4

3% ZnHCO+
3

44% ZnCOo
3

21% Zn2+

21% Zn(C03)~-

7% ZnHCO+
3

4% ZnSOo
4

2% Znon+

2% Zn(OH)o
2

*Predicted solubility limitations.

-574-



TABLE IV-71

METAL SPECIATION IN THE BRAZOS RIVER

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Arsenic 8.9-5.4 (0.1-540pg/1)

Cadmium 9.5-6.2 (0.1-70pg/1)

Chromium(III) 5.0 (520pg/1)
(no redox)

5.6 (130iJg/1)

8.7-6.3 (0.1-20#g/1)

Chromium(VI)

Copper

8.7-5.0 (o.1-520wg/1)

4.8 (1000pg/1)

5.3 (300vg/1)

6.0 (60pg.1)

57% HAs02-
4

43% H2Aso~

81% Cd2+

15% CdCl+

4% CdSOO
4

92% Cr(OH)3(s)*

7% Cr(OH)j

66% Cr(OH)3(s)*

30% Cr(OH)~

3% Cr(OH)-
4

88% Cr(OH)+
2

9% Cr(OH);

4% CrOH2+

88%Cr02-
4

12% HCrO-
4

95% CU2(OH)2C03(s)*

4% Cucoo
3

l% Cu(OH)O
2

77% CU2(OH)2C03(S)*

15% Cucoo
3

5% CU(OH)0
2

3% CU2+

60% CuCOO
3

29% Cu(OH)O
2

14% CU2+

4%CU2(OH)2C03(S)*
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TABLE IV-71

(Continued)

Tested Range of Total Metal
Metal Concentrations as pMT andpg/1 Species

Copper 8.5-6.6 (0.2-16#g/1)
(Continued)

Lead 5.3 (loOOILg/

5.8 (316~g/1

Mercury

Nickel

Silver

8.3-6.3 (0.4-100 P9/1)

12-9 (0.0002-O.2@9/1)

7.8-4.8 (1-loOoNg/1)

6.2 (70~g/1)

8.8-6.8 (o.1-151’q/1)

Zinc 7.3-4.8 (2-1000W9/1)

* Predicted solubility limitations.

63% CuCOO
3

21% Cu(OH)o
2

15% CU2+

82% PbC03(s)*

16% PbCOo
3

52% PbCOO
3

42% PbC03(s)*

3% Pb2+

2% PbOH+

90% PbCOo
3

5% Pb2+

3% PbOH+

60% HgCIOHO

25% HgClo
2

15% Hg(OH)o
2

93% Ni2+

5% NiSOo
4

1% NiOl#

41% AgCl(s)*

40% AgC1°

10% AgCl-
2

9% Ag+

67% AgCIO
17% AgCl-

2

16% Ag+

66% Zn2+

17% ZnHCO+
3

11% ZnCOO
3

4% ZnSO?
4
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TABLE IV-72

METAL SPECIATION IN THE COLUMBIA RIVER

Tested Range of Total Metal
Metal Concentrations as pHT and ugll Species

Arsenic 8.9-5.4 (0.1-540pg/1)

Cadmium 9.5-6.2 (0.1-70pg/1)

Chromium(III) 5.0 (520pg/1)
(no redox)

5.6 (13011g/1)

6.3 (20pg/1)

Chromium(VI)

Copper

8.7-6.8 (0.1-5Pg/1)

8.7-5.0 (0.1-520pg/1)

4.8 (1000vg/1)

5.4 (250pg/1)

82% HAsO:-

18% H2AsO~

97% Cd2+

2% CdSOo
4

96% Cr(OH)3(s)*

3% Cr(OH);

2% Cr(OH)j

82% Cr(OH)3(s)*

ll%Cr(OH);

7% Cr(OH)j

47% Cr(OH);

30% Cr(OH)+
2

24% Cr(OH)3(s)*

61% Cr(OH);

39% Cr(OH)+
2

95%CrO~-

4% HCrO-
4

95%cu@i)@3(s)*

3% Cu(OH)0
2

1% CUC(P
3

81% Cu2(OH)2C03(s)*
14% Cu(OH)o

2
5% Cucoo

3
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TABLE IV-72 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMTand 14g/1 Species

Copper 6.0 (60pg/1)
(Continued)

8.5-6.6 (0.2-16~g/1)

Lead

Mercury

Nickel

Silver

Zinc

5.3 (loootlg/1)

5.8 (316pg/1)

8.3-6.3 (0.4-100pg/1)

12-9 (o.0002-o.2wg/1)

4.8 (1000pg/1)

7.8-5.3 (1-250vg/1)

8.8-6.2 (0.1-70wg/1)

4.8 (1000pg/1)

57% Cu(OH)o
2

21% Cucoo
3

20% CU(OH)2C03(S)*

2% Cu 2+

71% CU(OH)0
2

20% Cucoo
3

3% Cu 2+

88% Pb(OH)2(s)*

11% PbCiP
3

61% Pb(OH)2(s)*

35% PbCOo
3

3% PbOH+

1% Pb2+

90% PbCW
3

7% PbOH+

3% Pb2+

97% Hg(OH)o
2

3% HgCIOW

57% N12+

39% Nib*

4% NiOH+

92% Ni2+

6% NiOH+

2% Ni S00
4

86% Ag 2+

13% AgC1°

55% Zn2+

21% ZnCOo
3

12% ZnC03(s)*

7% ZnHCO+
3

2% ZnOH+
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TABLE IV-72 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMTandFg/1 Species

Zinc 7.3-5.3 (2-2ooPg/1) 62% Zn2+
(Continued) 24% ZnC@

3

8% ZnHCOj

2% ZnOH+

1% ZnC~

1% ZnSOo
4

1% Zn(OH)O
2

*Predicted solubility limitations.

TABLE IV-73
METAL SPECIATION IN THE SACRAMENTO RIVER

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Arsenic

Cadmium

Chromium (III)
(no redox)

8.9-5.4 (0.1-540}tg/1)

9.5-6.2 (0.1-70+g/1)

5.0 (520pg/1)

5.6 (130vg/1)

8.7-6.3 (0.1-20W9/1)

53% HAso2-
4

47% H2Aso~

98% Cd 2+

92% Cr(OH)3(s)*

7% Cr(OH)+
2

68% Cr(OH)3(s)*

28% Cr(OH)+
4

3% Cr(OH);

88% Cr(OH)j

9% Cr(OH);

3% CrOH2+
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TABLE IV-73 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMT and ~g/1 Species

Chromium(VI) 8.7-5.0 (0.1-52CIP9/1) 82% Cr02-
4

5.4 (250Pg/1)

6.0 (60tlg/1)

18%HCrO-
4

Copper 4.8 (1000~g/1) 95% h@i)2c03(S)*

2% CUC(P
3

2% Cu(OH)o
2

1% CU2+

78% CU2(OH)2C03(S)*

9% Cucoo
3

8% Cu(OH)o
2

5% CU2+

37% Cucoo
3

32% Cu(OH)o
2

19% CU2+

10% Cu2(OH)2C03(s)*

8.5-6.6 (0.2-16pg/1) 41% Cucoo
3

Lead 5.3 (looovg/1)

5.8 (316+g/1)

36% CU(OH)O
2

21% CU2+

2% CUOH+

79% PbC03(s)*

16% PbCOo
3

2% Pb2+

2 PbO@

52% PbCOO
3

35% PbC03(s)*

8% Pb2+

5% PbOH+

8.3-6.4 (0.4-100wg/1) 80% PbCOo
3

12% Pb2+

8% PbOH+
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TABLE IV-73 (Continued)

Tested Range of Total Metal
Metal Concentrations as”pMT and ~gll Species

Mercury 12-9 (0.0002-O.2~g/1) 84% Hg(OH)o
2

10% HgCIOHo

Nickel 7.8-4.8 (1-1000~g/1) 97% Ni2+

2% NiOH+

Silver 8.8-6.2 (0.1-70Pg/1) 83% Ag2+

17% AgClo

Zinc 7.3-4.8 (2-1000Pg/1) 83% Zn2+

9% ZnHCO+
3

6% ZnCOo
3

* Predicted solubility limitations.

TABLE IV-74

METAL SPECIATION IN THE COLORADO RIVER

Tested Range of Total Metal
Metal Concentrations as pMTand Pg/1 Species

Arsenic 8.9-5.4 (0.1-540i’g/1) 95% HAsO:-

5% H2Aso~

Cadmium 6.2 (70pg/1) 69% Cd2+

18% CdSOo
4

9% CdCl +

3% CdC03(s)*

8.7-6.8 (0.1-20wg/1) 71% Cd2+

18% CdSOo
4

9% CdClo
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TABLE IV-74 (Continued)

Tested Range of Total Metal
Metal concentrations as pMTandvg/1 Species

Chromiun(III) 5.0 (520 pg/1)
(no redox)

5.6 (130 pg/1)

8.7-6.3 (0.1 -20pg/1)

Chromium(VI)

Copper

Lead

4.8 (1000wg/1)

5.4 (250wg/1)

6.0 (60wg/1)

8.5-6.6 (0.2-16yg/1)

5.3 (loooPg/1)

5.8 (316}~g/1)

6.3 (100wg/1)

8.3-6.8 (0,4-60~g/1)

90% Cr(OH)3(s)*

9% Cr(OH);

60% Cr(OH)3(s)*

38% Cr(OH);

2% Cr(OH)o
2

94% Cr(OH);

6% Cr(OH)o
2

99% CrO~-

95% CU2(OH)2C03(S)*

4% CU2+

79% cU2(oH)#03(S)*

17% Cu(OH)o
2

4% Cucoo
3

70% Cu(OH)o
2

17% Cucoo
3

12% Cu2(OH)2C03(s)*

79% CU(OH)0
2

19% Cucoo
3

3% CU2+

95% Pb(OH)2(s)*

4% PbC@
3

85% Pb(OH)2(s)*

14% PbC@
3

51% Pb(OH)2(s)*

44% Pbcoo
3

3% PbOH+

91% PbC@
3

6% PbOH+

-582-



TABLE IV-74 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMT and g/1 Species

Mercury 12-9 (0.0002-O.2vg/1) 81% Hg(OH)o
2

19% HgCIOHo

Nickel 4.8 (1000~lg/1) 90% Ni (OH)2(S)*
7% Ni2+

2% NiSOo
4

5.3 (300Pg/1) 68% Nib*

22% Ni2+

6% NiSOo
4

4% NiOH+

7.8-5.8 (1-40~g/1) 69% Ni2+

18% Ni S00
4

13% NiOH+

Silver

Zinc

6.2 (70wg/1) 40% AgCl(s)+

40% AgC1°

13% Ag2+

8% AgCl -

8.8-6.8 (o.2-15Pg/1) 66% AgC1°

21% Ag 2+

13%AgCl-
2

4.8 (1000pg/1) 50% ZnC03(s)*

21% ZnC@
3

10%Zn(C03)j-

10% Zn2+

3% ZnSOo
4

2% ZnHCOj
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TABLE IV-74 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMTand wg/1 Species

Zinc 7.3-5.3 (2-250t.Lg/1) 42% ZnCOo
(Continued) 3

21% Zn2+

21% Zn(C03)2-
2

6% ZnSOo
4

5% ZnHCOj

3% Zn(OH)+
2

2% ZnOH+

*Predicted solubility limitations.

TABLE IV-75

METAL SPECIATION IN WOODS LAKE OUTLET

Tested Range of Total Metal
Metal concentrations as pMTand vg/1 Species

Arsenic 8.9-5.4 (0.1-540Pg/1) 99% H2Aso-
4

Cadmium 9.5-6.2 (0.1-70vg/1) 99% Cd2+

1% CdSOo
4

Chromium(III) 8.7-5.0 (520pg/1) 73% CrOH2+
(without redox)

12% CrSO+
4

11% Cr(OH)j

3% Cr3+

Chromium(VI)

Copper

8.7-5.0 (0.1-520pg/1) 66% CrOH2+

11% CrSO+
4

11% HCrO-
4

10% Cr(OH)j

3% Cr3+

8.5-4.8 (0.2-1000 ~g/1) 99% CU2+

1% Cusoo
4
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TABLE IV-75 (Continued)

Tested Range of Total Metal
Metal Concentrations as pMTand pg/1 Species

Lead 8.3-5.3 (1-1000 pg/1) 97% Pb2+

1% PbSOo
4

Mercury 12-9 (0.0002-O.2pg/1) 60% HgCIOHo

22% Hg(OH)o
2

18% HgCl;

Nickel 7.8-4.8 (1-1000Pg/1) 99% Ni2+

1% NiSOo
4

Silver 8.8-6.2 (0.1-70wg/1) 98% Ag+

2% AgCl o

Zinc 7,3-4.8 (2-1000wg/1) 99% Zn2+

1% ZnSOO

TABLE IV-76

METAL SPECIATION IN PENOBSCOT RIVER, MAINE

Metal Concentration Range Species

Arsenic 0.3 - looot.1g/1 70% H2Aso-
4

30% HAsO:-

Cadmium 0.008 - 80 ~g/1 98.1% Cd2+

1.3% CdSOo
4

Chromium III solubility = 95~g/1 Cr’(OH)3(s)  is solubility control

(without redox)
<9!5 pg/1 91% Cr(OH)j

8% Cr(OH)2+

1% Cr(OH);

Chrcxnium VI 0.1 - 500 wg/1 63% Cr02-
4

37% HCrO~
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TABLE IV-76 (Continued)

Metal Concentration Range Species

Lead

Copper solubility = 130~g/1 CU2(OH)2C03(S) is solubility control

<130 vg/1 66% CU2+

18% Cu(OH)o
2

13% Cuco;

2% cuotF
solubility = 510 pg/1 Pb(OH)2(s)  is solubility control

<510 pg/1 44% Pb2+

42% PbCOo
3

1% PbOl@

2% PbSO:

73% Hg(OH)o
2

Mercury 0.0002 - o.2Pg/l

Nickel 1. - loooPg/1

Silver 0.03- 100 vg/1

Zinc 1. - 1000 P9/1

26% HgCIOHo
98% Ni2+

1% NiS~

86% Ag+

14% AgCIO

9% Z@

3% ZnHCO~

2% ZnSO~
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TABLE IV-77

METAL SPECIATION IN ST. MARYS RIVER, FLORIDA

Metal Concentration range Species

Arsenic o.3-looopg/l 99% H+kO~

1% HAso;-

Cadmium 0.008-80 pg/1 97% Cd2+

2% CdCl+

Chromium III o.1-5oopg/l 69% CrOH2+
(without redox) 25% Cr(OH)~

Chromium VI 0.1-500 pg/1

4% CrSO~

1% Cr3+

92% HCrO~

5% cro;-

2% CrOH2+

Copper o.1-looopg/l 99% CU2+

Lead 0.1-1000 #g/l 96% Pb2+

2% PbSO:

Mercury 0.0002-0.2 J&g/l 71% HgC12

28% HgCIOH”

1% Hg(OH);

Nickel 0.1-1000 pg/1 99% Ni2+

Silver oal-70pg/l 74% Ag+

26% AgCl”

Zinc 0.1-1000 #g/l 97% Zn2+

1% ZnHCO~
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TABLE IV-78

METAL SPECIATION IN GRAND RIVER, SOUTH DAKOTA

Metal Concentration Range Species

Arsenic

Cadmium

Chromium III

Chromium VI

Copper

Lead

Mercury

Nickel

l-1ooovg/1

solubility = 10pg/1

<10 pg/1

solubility = 240tig/1

<240 tLg/1

l-5ool’lg/l

solubility = 70pg/1

<70 pg/1

solubility = 35 pg/1

<35 pg/1

0.002-0.2 Pg/1

solubility = 30vg/1

<30 pg/1

99% HAs02-
4

1% ‘2As0i

CdC03(s) is solubility control

57% Cd2+

20% CdSO:

l2% CdCl+

9% CdCOo
3

2% Cd(OH)+

Cr(OH)3(s)

99% Cr(OH);

100% Cr02-
4

CU2(OH)2C03(S) is solubility control

86% Cu(OH)O
2

10% Cucoo
3

5% cu(co3)f

Pb(OH)2(s)  is solubility control

56% PbCOo
3

44% PB(C03);-

92% Hg(OH)o
2

8% HgCIOHo

Ni(OH)2(s)  is solubility control

43% Ni2+

35% NiOl@

15% NiSO~

6% Ni(OH)~
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TABLE IV-78 (Continued)

Metal Concentration Range Species

Silver solubility = 60 ~g/1 AgCl(s) is solubility control

<60vg/1 64% AgClo

24% AgCl-

2

Zinc l-1ooo\LCJ/1

11% Ag+

84% Zn(C03)2-
2

13% ZnCOO
3

2% Zn(OH)~

TABLE IV-79

METAL SPECIATIQN IN PECOS RIVER, NEW MEXICO

Metal Concentration Range Species

Arsenic

Cadmium

Chromium III

Chromium VI

Copper

l-1ooowg/1 98% HAsO~-
4

2% H2Hso-
4

0.1-80wg/l 59% CdCl+

17% Cd2+

17% CdClo
2

6% CdSOo
4

solubility = 85tlg/1 Cr(OH)3(s) 

<85 vg/1 98Z Cr(OH);

2% Cr(OH)+
2

l-5oovg/l 99X Cr02-

4

is solubility control

solubility = 70pg/1 CU2(OH)2C03(S) is solubility control

<70 p.g/l 90% Cu(OH)o
2

9% CUCO’J
3
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TABLE IV-79 (Continued)

Metal Concentration Range Species

Lead solubility = 8pg/1

<8 pg/1

Mercury

Nickel

Silver

Zinc

0.002-0.2 Wgll

solubility = 90 @g/1

<90 pg/1

0.1-70 vg/1

solubility = 800wg/1

<800 }lg/1

Pb(OH)2(s) is solubility control

83% PbCOo
3

9% Pb(C03);-

4% PbOF

37% HgCIOHo

24% HgClo
2

18% HgCl-
3

15% HgCl;-

6% Hg(OH)o
2

Ni(OH)2(s)  is solubility control

60% Ni2+

23% NiSOo
4

11% NiOl#

6% NiCl+

65% AgCl-
2

18% AgC13-
4

11% AgC12-
3

ZnC03(s) is solubility control

26% ZnCOO
3

24% Zn(C03)~-

23% Zn2+

10% ZnSOo
4

4% Zn(OH)o
2

4% ZnCIOHo

2% ZnOH+
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and being able to estimate metal speciation at these higher concentrations

exactly the same way as for lower concentrations.

3. The tables do not consider the influence of adsorption. While MINEQL

can simulate adsorption using electric double-layer theory, this option

was not utilized. However, adsorption can be superimposed on the results

in the table as follows. First consider the case without precipitation,

the case most likely to be of concern for these screening analyses. The

information required to account for adsorption is the partition coefficient,

K
P’

can

and suspended solids concentration, S, so that the dissolved fraction

be calculated:

c 1—=
CT l+$SSlO-6

where

CT = total metal in water column

C = total dissolved phase concentration.

The dissolved species can be approximated using the same percent distri-

butions present when no adsorption occurs, except the percents in the

tables become the percent of total dissolved metal, not total metal.

As an example, consider the results from MINEQL shown below for a river

when pH = 8.

With Adsorption

Species Without Adsorption (Area=6.9 m2/1)

Cu-Adsorbed 0.0% 98.1%

CU(OH); 95.6% 1.8% (95.6)

Cuco: 2.1% << 1% (2.1)
Cu 2+

1.1% << 1% (1.1)

CUOH+ 0.6% << 1% (0.6)

Cuso: 0.5% << 1% (0.5)

Without adsorption, 95.6% of the total copper is present as Cu(OH)~.

When 6.9 m2/1 of adsorbing surface is added for the conditions simulated,

about 98% of the copper adsorbs, leaving only 2% dissolved. However,

the percentage distributions of the dissolved species (the percents are

shown in

(e.g. 95

provides

above.

4. Now cons

parentheses) are the same percent distributions without adsorption

6 percent of the dissolved copper is Cu(OH)~). Figure IV-91

a mathematical justification for the procedure suggested

der adsorption at metal concentrations where precipitation is

low will help to explain the speciespredicted to occur. The sketch be

shift when adsorption occurs.
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FIGURE IV-91 EXAMPLE PROCEDURE FOR SUPERPOSITION OF ADSORPTION
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added to a water where dissolved andAs an adsorbing species is

precipitated species are in equilibrium, some of the dissolved

species become adsorbed. In turn, precipitates begin to re-dissolve

to satisfy solubility conditions. As long as an excess of precipi-

tates are present, the concentrations of total dissolved species will

not change with or without adsorption. However, when all of the

precipitated solids re-dissolve, then the concentration of dissolved

species will decrease compared to the case with no adsorption.

The tabulations below illustrate an example from MINEQL for a

total copper concentration of 5.10-6 M (318Pg/1).

Adsorption Adsorption

Species No Adsorption

Cu-Adsorbed 0.0%

CU(OH) (S)
8

58.3%

CU(OH)2 39.9%

When a relatively small amount of adsorbing species is added (0.69m2/1),

15.4% of the copper adsorbs, and the total precipitated copper decreases

(Area=O.69 m2/1) (Area=69 m2/1)

15.4% 98.7%

42.9% 0.0%

39.9% 1.2%

from 58.3% to 42.9%. However, the total dissolved copper remains

constant at 39.9%. When significantly more surface area is added, more

copper adsorbs until eventually the dissolved copper in the water column

is below solubility, and all of the precipitated copper redissolves.

Based on the above illustration, the following procedure is suggested to

account for the possibility of simultaneous precipitation and adsorption.

Using the total concentration CT of interest from the appropriate table,

find

c= CT

1+KPS010-6

If C is less than Csol, the solubility of the metal which can be found

as described previously in step (l), then all of the precipitate is

re-dissolved and only the adsorbed and dissolved species exist. Thus ,
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both C and C~ (= CT-C) are known, and the species of C can be found as

described in step (3).

If C> Csol, the dissolved metal concentration becomes Csol, and the

total dissolved plus adsorbed concentration, C~, is:

I
CT = c~ol (l+KPS c 1o-6 )

where C; is less than CT. The precipitated metal is CT - Csol.(l + KPS 010-6).

Again, the species distribution of Cso, can be found using step (3).

The following tabulations summarize the two cases:

Qcsol c<cso~

Amount dissolved Csol c

Amount adsorbed KpSCso1010-6 KpSCdO-6

Amount precipitated CT-CSol-KPSCsol l 10-6 o

As mentioned previously, the results in the tables are valid for oxidizing

conditions, with one exception. Chromium (III), which is thermodynamically stable

under reducing conditions, was allowed to exist by not involving redox reactions,

The oxidation of chromium (III) to chromium (VI) is thought to be very slow, so if

chromium enters a river as the III+ ion, it may persist. However, chromium(III)

relatively insoluble in most waters (from 30 to 50pg/1)  and is also less toxic than

chromium so that chromium(III) is likely to be of secondary importance.

Throughout the range of metal concentrations examined, some of the metals did

not precipitate at all.

remaining metals precipi

tates are:

l Cd:

l Cr(III):

l Cu:

l Pb:

l Ni:

c Ag:

@ Zn:

Those metals are: arsenic, chromium, and mercury. The

tate under at least some of the conditions, and the precipi-

cdco3( s )

Cr(OH)3(s)

CU2(OH)2C03(S)

Pb(OH)2(s) 0rPbC03(s)

Ni(OH)2(s)

AgCl(s)2

ZnC03(s)

The only natural water where no metal precipitation occurred was at Woods Lake

outlet, where the pH is 4.7. Also, in Woods Lake, most of the chromium is likely to

be present as Cr(III) regardless of pe because of the low pH.

The fact that MINEQL (or any other equilibrium model) predicts certain metals

will precipitate under certain conditions must be interpreted with a certain amount
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of judgment because of the supersaturation possibility and because of uncertainty in

solubility products. For example, the solubility products used by MINEQL for Pb(OH)(s)

and Ni(0H)2(s) appear to be on the lower end of an acceptable scale which spans 3

to 4 orders of magnitude for the solubility product (Sillen, 1966), i.e. the solu-

bilities are taken to be lower rather than higher. Hence, predicted hydroxide

solubility limitations for lead and nickel, which occur in a number of the surface

waters chosen, should be interpreted with this in mind.

While the mathematical tools presented in Section 4.10.3 can be used independently

of metal species distribution, the results from MINEQL can also be used in conjunction

with the mathematical tools. The approach is as follows:

1.

2.

3.

4.

Using the transport-fate expressions in Section 4.10.3, find the temporal

and spatial distributions of the metal(s) of interest. Record CT (total

concentration), C (the dissolved concentration), and C/CT (the fraction

dissolved) at each location of interest.

Select an appropriate natural water from Tables IV-65 through IV-79, and

enter the table using the total metal concentration found from step (1)

at each location of interest in the water body (if three locations are

of interest, for example, the procedure outlined here is repeated three

times).

Since the effects of adsorption are not directly included in the tables,

the procedure outlined earlier should be used to account for adsorption

and to find the percent distribution and amount of each dissolved

species. Note that C/CT values (see step (l)) do not have to be recal-

culated for the earlier procedure.

In all likelihood, the percent distribution of the dissolved species

will not change significantly within a given river, although the total

dissolved concentration can change. (An exception is an acid-mine-drainage

situation, where pH can change significantly over distance.)

is the case, the first three steps have to be completed

The percentages found are then multiplied by C at each l

find the species distribution at each location.

When this

only one time.

ocaton to

This example illustrates some differences in lead speciation likely to

exist between two of the river waters shown earlier in Table IV-64: the Ogeechee

River in Georgia and the Colorado River in Colorado. Some of the water quality

characteristics of the rivers are summarized below.
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River pH Suspended Solids, mg/l Total Hardness

Ogeechee 6.9 14 21.

Colorado 8.1 2450 374.

The water in the Colorado is quite hard while the Ogeechee River water is very

soft . Consequently, hardness-related water quality criteria are different for

the two rivers. For example, the 24-hour average criteria levels for cadmium

and lead are 20 and 870 times higher in the Colorado than in the Ogeechee,

respectively.

Lead solubility in the Ogeechee is controlled by the carbonate (see Table

IV-66) while in the Colorado, the hydroxide controls (see Table IV-74). The

lead solubility in the Ogeechee appears to be about 220pg/1. This is found from

the prediction by MINEQL that 11 percent of the total lead of 250}lg/1  is present

as PbC03(s). The remaining 89%, or 220tig/1, is dissolved.

In the Colorado River, the Pb(OH)2(s) limits the total soluble lead to

appproximately 50 tlg/1 (49 percent of 100 pg/1 is soluble). Note that in the

absence of precipitation, the percent distribution of lead is independent of

the total lead in the water column. As shown in Tables IV-66 and IV-74, the

predominant species of dissolved lead are:

River Species
Ogeechee 58% PbCO;

26% f’b2++
15% PbOH

Colorado 91% PbCOO

6% PbOH2

Now, consider adsorption of lead to the suspended matter in the rivers.

Based on the suspended solids levels and typical partition coefficients, it

is assumed that 70 percent of the lead is adsorbed in the Ogeechee River and

99 percent in the Colorado River (see Table IV-62). Because such high fractions

of the metals adsorb, it is unlikely that precipitates form even at high con-

centrations of metal, based on the procedure described earlier in this section.

As an example, consider a total lead concentration of 6011g/1 in the Colorado

River. In the absence of adsorption, precipitation of Pb(OH)2(s) is predicted.

However, if 99 percent of the 60 pg/1 is adsorbed, then only 1 percent or 0.6vg/l

of the lead is dissolved in

50wg/1 solubility of lead,

Table IV-74, nearly all (91

PbCO~

the water column. This is considerably below the

so that precipitation does not occur. According to

percent) of the 0.6 Kg/l dissolved lead is present as
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4.10.5 Execution of Limited Field Reconnaissance and Sampling Program

4.10.5.1 Introduction

Since a screening level analysis is intended to make use of a minimal amount

of existing data to estimate where severe water quality problems are likely to occur

and where problems are unlikely to occur, the suggestion that a limited field re-

connaissance and sampling program be conducted appears incongruous with the intent of

the approach. However, a limited field reconnaissance and sampling program may be

useful on a screening level for a number of reasons.

Perhaps the most important is the complexity of the problem of predicting fate

of metals. Researchers are still far from developing a well accepted unified theory

which can be used to predict the fate of metals in the natural aquatic environment.

A review of the literature quickly reveals the divergency of views that now exist,

particularly in the area of quantification. A good example is the partitioning of

metals onto solids. Ignoring the fact that a variety of approaches exist related to

adsorption, and considering only the linear isotherm adsorption approach used in this

chapter, documented results show that the adsorption coefficient, K
P’

is quite

variable for a given metal under the conditions encountered in natural rivers. While

in groundwater systems this variability may not be as important because of the large

amount of solids surface area for the metal to adsorb (i.e., well over 99 percent of

the metal is likely to be adsorbed for KP>103 l/kg), in surface water the available

solid surface area is typically only about 0.01 to 0.02 percent as great as in

groundwater systems. With these much smaller surface areas, the percent metal that

is dissolved can vary considerably.

For example, at a suspended solids level of 100 mg/l, a metal is 91 percent

dissolved when K = 103 l/kg and 9 percent dissolved when K = 105 l/kg. In the

first instance, ~uch of the metal is transported downstreampand is influenced to a

small degree by solids settling or scour. Under these conditions, multiple waste

sources on a river interact with each other to produce gradually elevating levels of

metals over distance (unless dilution is important).

On the other hand, when only 9 percent of the metal is dissolved, then settling

zones in the river tend to remove the metal from the water column, and downstream

sources can act independently of each other. Thus, the partition coefficient

becomes an important parameter to quantify.

The best way of interpreting Kp for metals is to consider the coefficient as a

parameter (not necessarily of solid scientific validity) that relates concentrations

of solid and particulate metals and is likely to be highly variable from one set of

conditions to another. Because of its importance, local determination of KD is

recommended.

A second reason for local

metal sources. In some cases,

sampling is the

natural sources
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responsible for exceeding standards. Thus, removing a large percentage of point

source contributions may have a negligible impact on levels of metals.

Before undertaking a field reconnaissance and sampling program, the following

questions should be answered:

1.

2.

3.

4.

Have all potential sources of information been accessed? Delos et al.——
(1983) summarize likely sources.

Have the available data been summarized, categorized, and compared

against the information needs required to conduct a screening analysis?

Table IV-80 shows the kinds of information required to carry out the

screening analyses presented in this document. While supporting informa-

tion may be useful for other purposes envisioned by the user, they are

not likely to be critical for the purposes of these screening procedures.

Have preliminary screening analyses been carried out to see whether the

missing,  or poorly quantified data are important? The proposed screening

analyses should be performed first with “best judgment” data to verify

that the missing information do make a significant difference. If not,

there is no reason, within the scope of the objectives of this chapter,

to collect that kind of data.

Have the objectives of the field reconnaissance/sampling program been

defined and have these activities been planned thoroughly? Before

setting foot into the field, all the reasons for doing so should have

been carefully thought out. Pre-planning will save time and money, and

more likely produce the intended results. Particularly, personnel

requirements and assignments and equipment needs (including backup

equipment) should be carefully addressed.

4.10.5.2 Field Reconnaissance

A field reconnaissance is a firsthand survey of the system under investigation.

A reconnaissance can be used to verify, if only in a qualitative sense, some of the

data which are being used for the screening analysis. In particular, this kind of

data can consist of:

o Identification and locations of point sources

l Locations of appropriate upstream and downstream boundaries

l Estimation of water depths in different reaches of the river

l Estimation of surface widths in different reaches of the river

l Identification of free-flowing reaches, backwater areas, and locations

and sizes of lakes or reservoirs
l Visual (photographic) documentation of the system.
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TABLE IV-80

SUMMARY OF DATA REQUIREMENTS FOR SCREENING OF METALS IN RIVERS

Methodology Where
Data Data Are Used* Remarks

Hydraulic Data
1. Rivers:

l River flow rate, Q

o Cross-sectional area, A
c Water depth, H
l Reach lengths, x
o Watershed areas by

tributary drainage, AW
t Stream velocity, U

2. Lakes:
l Hydraulic residence time, T

l Mean depth, H

Source data
1. Background

$ Metal concentrations, CUT

l Boundary flow rates, Qu
o Boundary suspended solids, Su

l Si:ii;:ay  fraction of suspended

l Locations

2. Point Sources
l Locations
l Flow rate, QW
l Metal concentration, C~W
o Suspended solids, Sw

Bed Data
a Depth of contamination

l Porosity of sediments, n
l Density of solids in sediments

bed during prolonged
scour period, CT2

Derived Parameters

O partition coefficient, K P
D Settling velocity, us
o Resuspension

velocity, Wrs

Equillbrium Modeling
Water quality characterization of river:

.PH
o Suspended solids
o Conductivity
a Temperature
o Hardness

l Total organic carbon
o Other major cations and anions

D, R, S, L

D, R, S
D, R, S, L, AD
R, S, AD
D

R, S, AD

D, R, S, L

D, R, S, L
D, R, S, L, AD

L

D, R, S, L

D, R, S, L
D, R, S, L
D, R, S, L
D, R, S, L, AD

All

S, L
R

E

An accurate estimation of flow rate is very important because of
Its dilution capability.

The average water depth is volume divided by surface area.
Watershed subareas can be used to estimate flow rates.

The required velocity is distance divided by travel time. It can
be approximated by Q/A only when A is representative of the
reach being studied.

Hydraulic residence times of lakes can vary seasonally as the
flow rate through the lakes’ changes.

Source data include both natural and anthropogenic sources.

Background concentrations should generally not be set to zero
without justification.

One important reason for determining suspended solids
concentrations is to determine the dissolved concentration, C,
of metals, based on CT, S, and Kp. However, if C is known
along with C and S, use this information to find Kp rather
than using literature values.

For the screening analysis, the depth of contamination is most
useful during a period of prolonged scour when metal is being
input into the water column from the bed.

The partition coefficient is a very important parameter. Local
determination is preferable.

This parameter is derived based on Equation IV-184.
This parameter is derived based on Equation IV-181.

Table IV-64 summarizes the chemical characteristics chosen to
characterize 14 rivers and 1 lake throughout the United States.

Water quality criteria for many metals are keyed to hardness, and
increase with increasing hardness (see Table IV-41).

- dilution
- dilution and resuspension
- dilution and settling
- lake on river
- adsorption/desortion rates
- equilibrium Modeling
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One of the primary purposes of the reconnaissance, in addition to verifying data

used in the screening analyses, is to gain a feel for the importance of settling and

scour of solids, as a function of reach, throughout the study area. If there are

extensive settling zones where a high percentage of the solids settle, and if the

partition coefficients of the metals under investigation are high, then much of the

metals are likely to settle also. On the other hand, if the suspended solids are

transported downstream with relatively little settling or if KPS010-6 is small

(e.g., <1) then downstream transport of metals is likely to be significant. Compari-

son of the behavior of the surface water with predicted metal distributions go hand

in hand, and provide an opportunity for the user to obtain a consistency between

prediction and observation.

As part of characterizing settling zones, samples of bottom sediments (the

top 1 to 3 inches) can be collected for visual observation. A qualitative compari-

son of grain size and texture might confirm whether fine, as well as coarse, particles

settle in quiescent zones in rivers.

The very limited field reconnaissance described above requires little data

collection, with the exception of water depths and widths. The appropriate water

depth is the average depth across a section. If the section is approximately para-

bolic, then the average depth approximately equals 2/3 of the maximum depth. An

added benefit of knowing average depths and surface widths is that the cross-sectional

area can be estimated which can directly be used to find stream velocity. Choosing

“typical” sections for characterizing width and depths means that the calculated

velocity is likely to be typical as well.

The next question to be addressed in a field reconnaissance is when to go into

the field. A variety of possibilities exist, with the major candidate situations

being:

l Steady, low to moderate flow conditions

@ Pseudo-steady high flow conditions, such as snow runoff periods during

spring melt or during a long, low intensity storm

o Highly unsteady conditions when stream flow is rapidly changing due to a

transient high intensity storm event.

Without question, the steady, low to moderate flow condition is most appropriate for

a first, low effort reconnaissance, even if this is not the most critical water

quality condition. Generally the results obtained during a steady-state period are

more readily and accurately interpretable because time variability is not a consider-

ation. Additionally, results from a field reconnaissance conducted at steady-state

can help to determine critical conditions.

4.10.5.3 Sampling Guidelines

Table IV-80 shown earlier summarizes the data required for the screening pro-

cedures contained in this document. Based on a comparison between the data available
and the data required to perform a screening analyses, sampling priorities can be
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generated. While it is not possible to always decide beforehand what are the most

important parameters for a particular situation, some preliminary calculations with

the screening tools will be useful to reveal what appears most important. In many

cases, the magnitude of the partition coefficient is likely to play an important

role. The partition coefficient is not measured directly, but is calculated from

measured values of adsorbed metal per unit suspended solids (X) and dissolved metal

(C); i.e.,Kp =X/C.

If resources permit, a comprehensive survey where samples are collected at the

system boundaries and at important sources at a single point in time is generally

very useful for predictive purposes. If the survey is performed during steady-state

conditions, all samples do not have to be collected in a truly simultaneous fashion.

The principal advantage of a comprehensive survey over repeated sampling at one or

two stations is that the information collected can be used to more accurately recon-

struct overall cause and effect mechanisms, understand better system responses and

thus more reliably predict concentrations throughout the system.
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ABSTRACT

New technical developments in the field of water quality assessment and
a reordering of water quality priorities prompted a revision of the first two
editions of this manual. The utility of the revised manual is enhanced by
the inclusion of methods to predict the transport and fate of toxic chemicals
in ground water, and by methods to predict the fate of metals in rivers. In
addition, major revisions were completed on Chapter 2 (organic toxicants),
Chapter 3 (waste loadings), and Chapter 5 (impoundments) that reflect recent
advancements in these fields.

Applying the manual’s simple techniques, the user is now capable of
assessing the loading and fate of conventional pollutants (temperature,
biochemical oxygen demand-dissolved oxygen, nutrients, and sediments) and
toxic pollutants( from the U.S. EPA list of priority pollutants) in streams,
impoundments, estuaries, and ground waters. The techniques are readily
programmed on hand-held calculators or microcomputers. Most of the data
required for using these procedures are contained in the manual.

Because of its size, the manual has been divided into two parts. Part
I contains the introduction and chapters on the aquatic fate of toxic organic
substances, waste loading calculations, and the assessment of water quality
parameters in rivers and streams. Part II continues with chapters on the
assessment of impoundments, estuaries, and ground water
I, and J. Appendices D, F, and G are provided on microf
manual. Appendices A, B, and C, which appeared in the f
are now out of date and have been deleted.

This report is submitted in fulfillment of Contract
JACA Corp. and Tetra Tech, Inc. under the sponsorship of
mental Protection Agency. Work was completed as of May

and appendices E, H,
iche in the EPA-printed
irst two editions,

No. 68-03-3131 by
the U.S. Environ-
1985.
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CHAPTER 5

IMPOUNDMENTS

5.1 INTRODUCTION

This chapter contains several methods for assessing water quality and physical

conditions in impoundments. The general topics covered are sediment accumulation,

thermal stratification, DO-BOD, eutrophication, and toxicant concentrations. These

topics cover the major water problems likely to occur in impoundments. The methods

developed are easy to use and require readily obtainable data. Because the methods

depend upon a number of simplifying assumptions, estimates should be taken only as a

guide pending further analysis. Also, since pollutant inputs are dependent on

previous calculations, familiarity with the methods in previous chapters will be very

helpful and expand understanding of the various processes.

Some of the techniques are more mechanistic and reliable than others. For

example, the thermal stratification technique is based upon output of a calibrated

and validated hydrothermal model. The model has been shown to be a good one, and to

the extent that physical conditions in the studied impoundments resemble those of the

model, results should be very reliable. On the other hand, the methods for predict-

ing eutrophication are empirical and based ‘upon correlations between historical water

quality conditions and algal productivity in a number of lakes and reservoirs.

Because algal blooms are sensitive to environmental factors and the presence of

toxicants and factors other than those involved in the estimation methods, the

methods for predicting eutrophication will occasionally be inapplicable. Additional

approaches have been developed to broaden the applicability of these empirical

models.

In using the techniques to be presented, it is important to apply good “engi-

neering judgment” particularly where sequential application of methods is likely to

result in cumulative errors. Such would be the case, for example, in evaluating

impoundment hypolimnion DO problems resulting from algal blooms. If methods presented

below are used to evaluate hypolimnion DO, the planner should determine when strati-

fication occurs, the magnitude of point and nonpoint source BOD loads, and algal

productivity and settling rates. From all of this, he may then predict BOD and DO

levels in the hypolimnion. Since each of these techniques has an error associated

with it, the end result of the computation will have a significant error envelope and

results must be interpreted accordingly. The best way to use any of the techniques

is to assume a range of values for important coefficients in order to obtain a range

of results within which the studied impoundment is likely to fall.

Although scientists and engineers are familiar with the metric system of units,

planners, local interest groups, and the general public are more accustomed to the

English system. Most morphometric data on lakes and impoundments are in English
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units. The conversion tables in Appendix H should be thoroughly familiar before

using these techniques and users should be able to perform calculations in either

system even though metric units are simpler to use. Also, dimensional analysis

techniques using unit conversions are very helpful in performing the calculations.

The methods presented below

should be able to use each if he

tation is:

Impoundment stratif

are arranged in an order such that the planner

has read preceding materials. The order of presen-

tation (5.2)

Sediment accumulation (5.3)

Eutrophication (5.4)

Impoundment dissolved oxygen (5.5)

Fate of Priority Pollutants (Toxics) (5.6).

It is strongly recommended that all materials presented be read and examples

worked prior to applying any of the methods. In this way a better perspective can be

obtained on the kinds of problems covered and what can be done using hand calculations.

A glossary of terms has been placed after the reference section so that equation

terms can easily be checked.

The final section (5.7) is an example application to a selected site. This

example allows the user to have an integrated view of an actual problem and applica-

tion. Also “the goodness of fit” to measured results can be evaluated.

5.2 IMPOUNDMENT STRATIFICATION

5.2.1 Discussion

The density of water is strongly influenced by temperature and by the concentra-

tion of dissolved and suspended matter. Figure V-1 shows densities for water as a

function of temperature and dissolved solids concentration (from Chen and Orlob,

1973) .

Regardless of the reason for density differences, water of lowest density

tends to move upward and reside on the surface of an impoundment while water of

greatest density tends to sink. Inflowing water seeks an impoundment level contain-

ing water of the same density. Figure V-2 shows this effect schematically.

Where density gradients are very steep, mixing is inhibited. Thus, where the

bottom water of an impoundment is significantly more dense than surface water,

vertical mixing is likely to be unimportant. The fact that low density water tends
to reside atop higher density water and that mixing is inhibited by steep gradients

often results in impoundment stratification. Stratification, which is the establish-

ment of distinct layers of different densities, tends to be enhanced by quiescent

conditions. Conversely, any phenomenon encouraging mixing, such as wind stress,

turbulence due to large inflows, or destabilizing changes in water temperature will

tend to reduce or eliminate strata.
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FIGURE V-1 WATER DENSITY AS A FUNCTION OF TEMPERATURE AND DISSOLVED SOLIDS
CONCENTRATION (FROM CHEN AND ORLOB, 1973)

FIGURE V-2 WATER FLOWING INTO AN IMPOUNDMENT TENDS TO MIGRATE TOWARD
A REGION OF SIMILAR DENSITY
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5.2.1.1 Annual Cycle in a Thermally Stratified Impoundment

Figure V-3 shows schematically the processes of thermal stratification and

overturn which occur in many impoundments. Beginning at “a” in the figure (winter),

cold water (at about 4“C) flows into the impoundment which may at this point be

considered as fully mixed. There is no thermal gradient over depth and the impound-

ment temperature is about 6“C. During spring (“b”), inflowing water is slightly

warmer than that of the impoundment because of the exposure of the tributary stream

to warmer air and increasingly intense sunlight. This trend continues during the

summer (“c”), with tributary water being much warmer and less dense than the deep

waters of the impoundment. At the same time, the surface water of the impoundment is

directly heated by insolation. Since the warm water tends to stay on top of the

impoundment, thermal strata form.

As fall approaches (“d”), day length decreases, air temperatures drop, and solar

intensity decreases. The result is cooler inflows and a cooling trend in the surface

of the impoundment. The bottom waters lag behind the surface in the rate of tempera-

ture change, and ultimately the surface may cool to the temperature of the bottom.

Since continued increases in surface water density result in instability, the impound-

ment water mixes (overturns).

5.2.1.2 Monomictic and Dimictic Impoundments

The stratification and overturn processes described in Figure V-3 represent what

occurs in a monomictic or single-overturn water body. Some impoundments, especially

those north of 40°N latitude and those at high elevation, may undergo two periods of

stratification and two overturns. Such impoundments are termed “dimictic.” In

addition to the summer stratification and resulting fall overturn, such impoundments

stratify in late winter. This occurs because water is most dense near 4°C, and

bottom waters may be close to this temperature, while inflowing water is colder and

less dense. As the surface goes below 4°C, strata are established. With spring

warming of the surface to 4“C, wind induced mixing occurs.

5.2.1.3 Importance of Stratification

Stratification is likely to be the single most important phenomenon affecting

water quality in many impoundments. Where stratification is absent, water mixes

vertically, and net horizontal flow is significant to considerable

water is mixed vertically, DO replenishment usually occurs even to

anoxic. (literally “no oxygen”) conditions are unlikely. Generally

mixed impoundments do not have DO deficiency problems.

When stratification occurs, the

impoundment is especially limited to

velocities are somewhat higher in an

situation is vastly different.

depths. Since the

the bottom and

speaking, fully

Flow within the

the epilimnion (surface layer). Thus surface

impoundment when stratified than when unstrati-
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fied. Since vertical mixing is inhibited by stratification, reaeration of the

hypolimnion (bottom layer) is virtually nonexistent. The thermocline (layer of steep

thermal gradient between epilimnion and hypolimnion) is often at considerable depth.

Accordingly, the euphotic (literally “good light”) zone is likely to be limited to

the epilimnion. Thus photosynthetic activity does not serve to reoxygenate the

hypolimnion. The water that becomes the hypolimnion has some oxygen demand prior to

the establishment of strata. Because bottom (benthic) matter exerts a further

demand, and because some settling of particulate matter into the hypolimnion may

occur, the DO level in the hypolimnion will gradually decrease over the period of

stratification.

Anoxic conditions in the hypolimnion result in serious chemical and biological

changes. Microbial activity leads to hydrogen sulfide (H2S) evolution as well as

to formation of other highly toxic substances, and these may be harmful to indigenous

biota.

It should be noted that the

unimportant here since the major

summer. Thus all impoundments w

winter and spring strata and overturn are relatively

concern is anoxic conditions in the hypolimnion in

ill be considered as monomictic.

Strong stratification is also important in prediction of sedimentation rates and

trap efficiency estimates. These topics are to be covered later.

5.2.2 Prediction of Thermal Stratification

Computation of impoundment heat influx is relatively straightforward, but

prediction of thermal gradients is complicated by prevailing physical conditions,

physical mixing phenomena, and impoundment geometry. Such factors as depth and

shape of impoundment bottom, magnitude and configuration of inflows, and degree of

shielding from the wind are much more difficult to quantify than insolation, back

radiation, and still air evaporation rates. Since the parameters which are difficult
to quantify are critical to predicting stratification characteristics, no attempt has

been made to develop a simple calculation procedure. Instead, a tested model (Chen

and Orlob, 1973; Lorenzen and Fast, 1976) has been subjected to a sensitivity analysis

and the results plotted to show thermal profiles over depth and over time for some

representative geometries and climatological conditions. The plots are presented in

Appendix D.

The plots show the variation in temperature (“C) with depth (meters). Temper-

ature is used as an index of density. Engineering judgment about defining layers

is based on the pattern of temperature with depth. If stratification takes place,

the plot will show an upper layer of uniform or slightly declining temperature

(epilimnion), an intermediate layer of sharply declining temperature (thermocline),

and a bottom layer (hypolimnion). A rule of thumb requires a temperature change of

at least l°C/meter to define the thermocline. However, this can be tempered by the

observation of a well defined mixed layer.
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To assess thermal stratification in an impoundment, it is necessary only to

determine which of the sets of plots most closely approximates climatic and hydro-

logic conditions in the impoundment studied. Parameters which were varied to gener-

ate the plots and values used are shown in Table V-1.

Table V-2 shows the climatological conditions used to represent the geographic

locales listed in Table V-1. For details of the simulation technique, see Appendix E.

5.2.2.1 Using the Thermal Plots

Application of the plots to assess stratification characteristics begins with

determining reasonable values for the various parameters listed in Table V-1. For

geographic locale, the user should determine whether the impoundment of interest is

near one of the ten areas for which thermal plots have been generated. If so, then

the set of plots for that area should be used. If the impoundment is not near one of

the ten areas, then the user may obtain data for the parameters listed in Table V-2

(climatologic data) and then select the modeled locale which best matches the region

of interest.

Next, the user must obtain geometric data for the impoundment. Again, if

the impoundment of interest is like one for which plots have been generated, then

that set should be used. If not, the user should bracket the studied impoundment.

As an example, if the studied impoundment is 55 feet deep (maximum), with a surface

area of about 4X107 feet2, then the 40 and 75 foot deep impoundment plots should

be used.

Mean hydraulic residence time (Tw, years) may be estimated using the mean

total inflow rate (Q, m3/year)  and the impoundment volume (V, m3):

‘w = V/Q (v-1)

Again, the sets of plots bracketing the value of ‘rW,should be examined. Where

residence times are greater than 200 days, the residence time has little influence on

stratification (as may be verified in Appendix D) and either the 200 day or infinite

time plots may be used.

Finally, the wind mixing coefficient was used to generate plots for windy areas

(high wind) and for very well protected areas (low wind). The user must judge where

his studied impoundment falls and interpolate in the plots accordingly (See Appendix

D).
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TABLE V-1

PARAMETER VALUES USED IN GENERATION OF
THERMAL GRADIENT PLOTS (APPENDIX D)

Parameter Value

Geographic Locale Atlanta, Georgia

Billings, Montana

Burlington, Vermont

Flagstaff, Arizona

Fresno, California

Minneapolis, Minnesota

Salt Lake City, Utah

San Antonio, Texas

Washington, D.C.

Wichita, Kansas
Depth

(maximum, Surface
Geometry feet) Area (feetz) Volume (feet3)

20 8.28 X 106 7.66 X 107

40 3.31 X.107 6.13 X 108

75 1.16 X 108 4.04 x 109

100 2.07 X 108 9.58 X 109

200 8.28 X 108 7.66 X 1010

Mean Hydraulic Residence Time Days

10

30

75

250

00

Wind Mixing* High

Low

*See Appendix E.
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TABLE V-2

TEMPERATURE, CLOUD COVER, AND DEW POINT DATA
FOR THE TEN GEOGRAPHIC LOCALES USED TO DEVELOP THERMAL

STRATIFICATION PLOTS (APPENDIX D). SEE FOOT OF TABLE FOR NOTES.

Temperature (°F) Dew Cloud Cover Wind
Max. Mean Min. Point (°F) Fraction (MPH)

Atlanta (Lat:33.8°N, Long:84.4°W)

January

February

March

April

May

June

July

August

September

October

November

December

54

57

63

72

81

87

88

88

83

74

62

53

45

47

52

61

70

77

79

78

73

63

51

44

36

37

41

50

57

66

69

68

63

52

40

35

34

34

39

48

57

65

68

67

62

51

40

34

.63

.62

.61

.55

.55

.58

.63

.57

.53

.45

.51

.62

January

February

March

April

May

June

July

August

September

October

November

December

*Billings (Lat:45.8°N, Long:108.5°W)

27

32

38

51

60

68

79

78

67

55

38

32

18

22

27

38

47

54

63

61

52

42

29

22

9

12

16

26

34

40

46

45

37

30

20

14

11

16

20

28

38

46

48

46

38
31

22

15

.68

.68

.71

.70

.64

.60

.40

.42

.54

.56

.66

.66

11

12

12

11

9

8

8

8

8

9

10

10

13

12

12

12

11

11

10

10

10

11

13

13
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TABLE V-2 - CONT.

January

February

March

April

May

June

July

August

September

October

November

Temperature (°F) Dew Cloud Cover Wind
Max. Mean Min. Point (°F) Fraction (MPH)

Burlington (Lat:44.5°N, Lat:73.2°W)

27

29

38

53

67

54

82

80

71

59

44

31

18

19

29

43

56

66

71

68

60

49

38

23

9

10

20

33

44

77

59

57

49

39

29

15

12

12

20

32

43

54

59

58

51

40

30

17

.72

.69

.66

.67

.67

.61

.58

.57

.60

.65

.79

.78

10

10

10

10

9

9

8

8

8

9

10

10

Flagstaff (Lat:35.2°N, Long:lll.3°W)

January 40 27 14 14 .59 8
February 43 30 17 16 .49 9
March 50 36 22 17 .50 11
April 59 43 28 20 .49 12
May 68 51 34 22 .41 11

June 77 60 42 25 .24 11

July 81 66 50 43 .54 9

August 79 64 49 43 .53 9

September 75 59 42 35 .29 8

October 63 47 31 25 .31 8
November 51 36 21 20 .34 8

December 44 30 17 15 .44 7
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TABLE V-2 CONT.

January

February

March

April

May

June

July

August

September

October

November

December

Temperature (°F) Dew Cloud Cover Wind
Max. Mean Min. Point (°F) Fraction (MPH)

Fresno (Lat:36.7°N, Long:119.8°W)

55 46 37 38

61 51 40 41

68 55 42 41

76 61 46 44

85 68 52 45

92 75 57 48

100 81 63 51

98 79 61 52

92 74 56 51

81 65 49 46

68 54 40 42

57 47 38 40

.67 6

.61 6

.53 7

.44 7

.34 8

.19 8

.11 7

.11 6

.15 6

.28 5

.44 5

.70 5

January

February

March

April

May

June

July

August

September

October

November

December

Minneapolis (Lat:45.0°N, Long:93.3°W)

22

26

37

56

70

79

85

82

72

60

40

27

12

16

28

45

58

67

76

71

61

48

31

18

3

5

18

33

46

56

61

59

49

37

21

9

6

10

20

32

43

55

60

59

50

40

25

13

.65 11

.62 11

.67 12

.65 13

.64 12

.60 11

.49 9

.51 9

.51 10

.54 11

.69 12

.69 11
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TABLE V-2 CONT.

January

February

March

April

May

June

July

August

September

October

November

December

Temperature (OF) Dew Cloud Cover Wind
Max. Mean Min. Point (°F) Fraction. (MPH)

Salt Lake City (Lat:40.8°N, Long:lll.9°W)

37

42

51

62

72

82

92

90

80

66

49

40

27

33

40

50

58

67

76

75

65

53

38

23

18

23

30

37

45

52

61

59

50

39

28

32

20

23

26

31

36

40

44

45

38

34

28

24

.69

.70

.65

.61

.54

.42

l. 35

.34

.34

.43

.56

.69

7

8

9

9

10

9

9

10

9

9

8

7

January

February

March

April

May

June

July

August

September

October

November

December

San Antonio (Lat:29.4°N, Long:98.5°W)

62

66

72

79

85

92

94

94

89

82

70

65

52

55

61

68

75

82

84

84

’79

71

59

42

42

45

50

58

65

72

74

73

69

60

49

54

39

42

45

55

64

68

68

67

65

56

46

41

.64

.65

.63

.64

.62

.54

.50

.46

.49

.46

.54

.57

9

10

10

11

10

10

10

8

8

8

9

9
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TABLE V-2 CONT.

January

February

March

April

May

June

July

August

September

October

November

December

Temperature (°F) Dew Cloud Cover Wind
Max. Mean Min. Point (°F) Fraction (MPH)

Washington, D.C. (Lat:38.9°N, Long:77.0°W}

44

46

54

60

76

83

87

85

79

68

57

46

37

38

45

56

66

74

78

77

70

59

48

43

30

29

36

46

56

65

69

68

61

50

39

31

25

25

29

40

52

61

65

64

59

48

36

26

.61

.56

.56

.54

.54

.51

.51

.51

.48

.47

.54

.58

11

11

12

11

10

10

9

8

9

9

10

10

January

February

March

April

May

June

July

August

September

October

November

December

Wichita (Lat:37.7°N, Long:97.3°W)

42

47

56

68

77

88

92

93

84

72

34

45

32

36

45

57

66

77

81

81

71

60

55

36

22

26

33

45

55

65

69

69

59

48

44

27

21

25

30

41

53

62

65

53

55

43

33

25

.50

.51

.52

.53

.53

.46

.39

.38

.39

.40

.44

.50

12

13

15

15

13

13

12

11

12

12

13

12
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Notes: Mean:

Max.:

Min.:

Wind:

Dew Point:

TABLE V-2 CONT.

Normal daily average temperature, ‘F.

Normal daily maximum temperature, ‘F.

Normal daily minimum temperature, ‘F.

Mean wind speed, MPH

Mean dew point temperature, ‘F.

*Complete data were not available for Billings. Tabulated

data are actually a synthesis of available data for

Billings, Montana and Yellowstone, Wyoming.

All data taken from Climatic Atlas of the U.S., 1974.

EXAMPLE V-1

Thermal Stratification

Suppose one wants to know the likelihood that hypothetical Limpid Lake is

stratified during June. The first step is to compile the physical conditions for

the lake in terms of the variables listed in Table V-1. Table V-3 shows how this

might be done. Next, refer to the indexes provided in Appendix D to locate the
plot set for conditions most similar to those of the studied impoundment. In this

case, the Wichita plots for a 200-foot deep impoundment with no inflow and high

mixing rate

appropriate

would be chosen (see Table V-3). Figure V-4 is a reproduction of the

page from Appendix D.

TABLE V-3

LIMPID LAKE CHARACTERISTICS

Item Limpid Lake Available Plot

Location Manhattan, Kansas Wichita, Kansas

Depth, ft (maximum) 180 200

volume, ft3 6 x 1010 7.66 X 1010

Mean residence time (~w) 500 days co (no inflow)

Mixing high (windy) high coefficient
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FIGURE V-4 THERMAL PROFILE PLOTS UsED IN EXAMPLE V-1
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According to the plots, Limpid

Distinct strata form in

December. During June, the epilimnion

eight or ten feet, and the thermocline

Lake is likely to be strongly strati-

May and overturn probably occurs in

should extend down to a depth of about

should extend down to about 30 feet. The

gradient in the thermocline should be about 1° C per meter.

Thermal Stratification

What are the stratification characteristics of Lake Smith?

The hypothetical lake is located east of Carthage, Texas, and Table V-4 shows

its characteristics along with appropriate values for the thermal plots.

TABLE V-4

PHYSICAL CHARACTERISTICS OF LAKE SMITH

I tern Lake Smith Plot Values

Location 15 miles east of
Carthage Texas

Depth, ft (maximum) 23 20

Volume, ft3 3 x 108 1.66 x 108

Mean residence time 250 days Q

Mixing low (low wind) low mixing coefficient

From the available data for Lake Smith, it appears that plots for a 20-foot

deep impoundment with no inflow and low mixing coefficient should give a good

indication of the degree of summertime stratification. The one remaining problem

is climate. Data for nearby Shreveport, Louisiana compare well with those of

Atlanta (Table V-5), for which plots are provided in Appendix D, and latitudes are

similar. Shreveport is somewhat warmer and insolation is higher, but this is a

relatively uniform difference over the year. The net effect should be to shift

the thermal plots to a slightly higher temperature but to influence the shape of

the plots and the timing of stratification little. As a result, the plots for
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TABLE V-5

COMPARISON OF MONTHLY CLIMATOLOGIC DATA
FOR SHREVEPORT, LOUISIANA AND ATLANTA, GEORGIA

DATA ARE PRESENTED AS SHREVEPORT/ATLANTA
(CLIMATIC ATLAS OF THE U.S., 1974)

Cloud
Temperature, ‘F Dew Cover, Wind,

Max. Mean Min. Point, ‘F Fraction MPH

January

February

March

April

May

June

July

August

September

October

November

57/54

60/57

67/63

75/72

83/81

91 /87

92/88

94/88

88/83

79/74

66/62

59/53

48/45

50/47

57/52

65/61

73/70

81/77

82/79

83/78

78/73

67/63

55/51

50/44

Shreveport Lat:32.5°N, Long:94°W

Atlanta Lat:33.8°N, Long:84.4°W,

38/36

41/37

47/41

55/50

63/57

71/66

72/69

73/68

67/63

55/52

45/40

40/35

38/34

40/34

44/ 39

54/48

62/57

69/65

71/68

70/67

65/62

55/51

45/40

39/34

. 60/.63

. 58/.62

.54/.61

, 50/.55

. 48/.55

.44/.58

.46/.63

.40/ .57

.40/ .53

.38/.45

.46/.51

.58/.62

9/11

9/1 2

10/12

9/1 1

9/9

8/8

7/8

7/8

7/8

7/9

8/10

9/10

Atlanta may be used, bearing in mind that the temperatures are likely to be biased

uniformly low. Figure V-5 (reproduced from Appendix D) shows thermal plots for a

20-foot deep Atlanta area impoundment having no significant inflow and low wind

stress. From the figure, it is clear that the lake is likely to stratify from

April or May through September, the epilimnion will be very shallow, and the

thermocline will extend down to a depth of about 7 feet. The thermal gradient is

in the range of about 7°C per meter, as an upper limit, during June. Bottom water

warms slowly during the summer until the impoundment becomes fully mixed in

October.
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FIGURE V-5 THERMAL PROFILE PLOTS APPROPRIATE FOR USE IN EXAMPLE V-2 
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5.3 SEDIMENT ACCUMULATION

5.3.1 Introduction

Reservoirs, lakes, and other impoundments are usually more quiescent than

tributary streams, and thus act as large settling basins for suspended particulate

matter. Sediment deposition in impoundments gradually diminishes water storage

capacity to the point where lakes fill in and reservoirs become useless. In some
cases, sediment accumulation may reduce the useful life of a reservoir to as little

as ten to twenty years (Marsh,     1975).

Just how much suspended matter settles out as water passes through an impound-

ment, as well as the grain size distribution of matter which remains suspended, is of

interest to the planner for several reasons. Suspended sediment within an impound-

ment may significantly reduce light penetration thus limiting algal and bottom-rooted

plant (macrophyte) growth. This, in turn, can adversely affect food availability for

indigenous fauna, or may slow plant succession, as part of the natural aging process

of lakes.

Settling of suspended matter may eliminate harborage on impoundment bottoms

thus reducing populations of desirable animal species. More directly, suspended

particulate impinging on the gills of fish may cause disease or death.

Some minerals, particularly clays, are excellent absorbents. As a result,

farm chemicals and pesticides applied to the land find their way to an impoundment

bottom and into its food chain. The sediment which settles is likely to have a

substantial component of organic matter which can exert an oxygen demand, and under

conditions of thermal stratification, anoxic conditions on the impoundment bottom (in

the hypolimnion) can result in generation of toxic gases. Indigenous biota may be

harmed or even killed as a result.

Knowing the rate of sediment transport and the deposition within an impoundment

allows for effective planning to be initiated. If sedimentation rates are unaccept-

able, then the planner can begin to determine where sediments originate, and how to

alleviate the problem. For example, densely planted belts may be established between

highly erodible fields and transporting waterways, farming and crop management prac-

tices may be changed, or zoning may be modified to prevent a worsening of conditions.

These considerations, along with others relating to sediment carriage and

deposition in downstream waterways, make estimates of sedimentation rates of interest

here. Impoundment sediment computation methods discussed in this section will permit

the planner to estimate annual impoundment sediment accumulation as well as short

term accumulation (assuming constant hydraulic conditions). Application of the

methods will permit the planner to estimate the amount of sediment removed from

transport in a river system due to water passage through any number of impoundments.
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5.3.2 Annual Sediment Accumulation

Three different techniques are used to estimate annual sediment accumulation:

available data, sediment rating curves, and a three step procedure to determine

short-term sedimentation rates. As discussed under each technique, caution should be
used in selecting one method or another. If data are not available, it may not be

feasible to use one or more techniques. When drawing conclusions, the uncertainty in

the results should be considered in drawing conclusions based on whichever analysis

that is selected. In addition, each technique has its own degree of uncertainty,

which should be considered when drawing conclusions.

5.3.2.1 Use of Available Data

Data provided in Appendix F permit estimation of annual sediment accumulation in

acre-feet for a large number of impoundments in the U.S. The data and other materials

presented provide some basic impoundment statistics useful to the planner in addition

to annual sediment accumulation rates.

To use Appendix F, first determine which impoundments within the study area are

of interest in terms of annual sediment accumulation. Refer to the U.S. map included

in the appendix and find the index numbers of the region within which the impoundment

is located. The data tabulation in the appendix, total annual sediment accumulation

in acre feet, is given by multiplying average annual sediment accumulation in acre

feet per square mile of net drainage area (“Annual Sediment Accum.”) by the net

drainage area (“Area”) in square

Total Accumulation

miles:

= Annual Sediment Accum. x Area (V-2)

To convert to average annual loss of capacity expressed as a percent, divide total

annual accumulation by storage capacity (from Appendix F), and multiply by 100. Note

that this approach and those presented later do not account for packing of the

sediment under its own weight. This results in an overestimate in loss of capacity.

Note also that other data in Appendix F may be of interest in terms of drainage area

estimates for determining river sediment loading and assessment of storm water

sediment transport on an annual basis.

5.3.2.2 Trap Efficiency and the Ratio of Capacity to Inflow

Where data are not available in Appendix F for a specific impoundment,. the

following method will permit estimation of annual or short-term sediment accumulation

rates. The method is only useful, however, for normal ponded reservoirs.

To use this approach, a suspended sediment rating curve should be obtained

for tributaries to the impoundment. An example of a sediment rating curve is

provided in Figure V-6.
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FIGURE V-6 SEDIMENT
SEDIMENT

RATING CURVE SHOWING SUSPENDED
DISCHARGE AS A FUNCTION OF FLOW

(AFTER LINSLEY, KOHLER, AND PAULHUS, 1958)

On the basis of such a curve, one can estimate the mean sediment mass transport

rate (Si) in mass per unit time for tributaries. If neither rating curve nor data

are available, one may estimate sediment transport rates on a basis of data from

nearby channels, compensating for differences by using mean velocities. To a first

approximation, it would be expected that:

r)

2

Si = s. ~J Vj
(V-3)

where

Si = sediment transport rate to be determined in tributary “i” in mass

per unit time

‘j = known transport rate for comparable tributary (j) in same units

as Si

Vi = mean velocity for tributary i over the time period

‘j = mean velocity in tributary j over the same time period as Vi.

Once average transport rates over the time period of interest have been deter-

mined, the proportion, and accordingly the weight of sediment settling out in the

impoundment may be estimated. Figure V-7 is a graph showing the relationship between

percent of sediment trapped in an impoundment versus the ratio of capacity to inflow

rate. The implicit relationship is:

P = f(V/Qi) (v-4)

where

P = percent of inflowing sediment trapped

v = capacity of the impoundment in acre-feet

-21-



FIGURE V-7 RELATIONSHIP BETWEEN THE PERCENTAGE OF INFLOW-TRANSPORTED SEDIMENT
RETAINED WITHIN AN IMPOUNDMENT AND RATIO OF CAPACITY TO INFLOW
(LINSLEY, KOHLER, AND PAULHS, 1958)

Qj = water inflow rate in acre-feet per year.

Data used for development of the curves in Figure V-7 included 41 impound-

ments of various sizes throughout the U.S. (Linsley, Kohler, and Paulhus, 1958).

To estimate the amount of suspended sediment trapped within an impoundment

using this method, the capacity of the impoundment in acre-feet must first be

determined. Next, average annual inflow, or better, average flow for the time

period of interest is estimated.

Then:

St = SjP (V-5)

where

st = weight of sediment trapped per time period t

P = trap efficiency (expressed as a decimal) from Figure V-7.

A word of caution is in order here. The above described techniques for evalua-

ting sediment deposition in impoundments are capable of providing reasonable esti-

mates, but only where substantial periods of time are involved - perhaps six months

or longer. The methods may be used for shorter study periods, but results must then

be taken only as very rough estimates, perhaps order-of-magnitude.
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5.3.3 Short-Term Sedimentation Rates

The three-step procedure presented below provides a means to make short-term

sediment accumulation rate estimates for storm-event analysis and to estimate amounts

of different grain-size fractions passing through an impoundment. The steps are:

Determine terminal fall velocities for the grain size distribution

Estimate hydraulic residence time

Compute trap (sedimentation) rate.

5.3.3.1 Fall Velocity Computation

When a particle is released in standing water, it will

if its density equals that of the water. If the two densiti

particle will begin to rise or fall relative to the water.

accelerate until the drag force imposed by the water exactly

remain roughly stationary

es differ, however, the

It will then tend to

counterbalances the

force accelerating the particle. Beyond this point, velocity is essentially constant,

and the particle has reached terminal velocity. For spheres of specific gravity

greater than 1, Stokes’ law expresses the relationship between fall velocity (terminal

velocity) and several other physical parameters of water and the particles:

where

vmax =

9 =

‘P =
Pw =

d =

P=

‘P =
Dw =

v +0 -D )dzma x ‘18up W = &Dp-Dw)d2

terminal velocity of the spherical particle (ft see-l)

acceleration due to gravity (32.2 ft see-2)

mass density of the particle (slugs ft-3)

mass density of water (slugs ft-3)

particle diameter (ft)

absolute viscosity of the water (lb sec ft-2)

weight density of particle (lb ft-3)

weight density of water (lb ft-3).

(V-6)

Stokes’ law is satisfactory for Reynolds numbers between 1X10-4 and 0.5 (Camp,

1968) . Reynolds number is given by:

R .WJ
v (V-7)

where

R = Reynolds number

v = particle velocity
v= kinematic viscosity of water.

Generally, for particles of diameter less than 3 x 10-2 inches (0.7 mm) this
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criterion is met. For large particles, how far conditions deviate from this may be

observed using the following approach (Camp, 1968). According to Newton’s law for

drag, drag force on a particle is given by:

‘d = CAPWV212 (V-8)

where

Fd = the drag force

c = unitless drag coefficient

A = projected area of the particle in the direction of motion.
Equating the drag force to the gravitational (driving)

a spherical particle, velocity is given by:

force for the special case of

(V-9)

All variables in the expression for Vmax (Equation V-9) may be easily

estimated except C, since C is dependent upon Reynold’s number. According to Equa-

tion V-7, Reynolds number is a function of v. Thus a “trial and error” or iterative

procedure would ordinarily be necessary to estimate C. However, a somewhat simpler

approach is available to evaluate the drag coefficient and Reynolds number. First,

estimate CR2 using the expression (Camp, 1968):

CR* = 4pw (Pp - Ow) gd3/3u2 (V-l0)

Then, using the plot in Figure V-8, estimate R and then C. For R>O.1 use of Equation

V-9 will give better estimates of Vmax than will Equation V-6.

Generally, one of the two approaches for spherical particles will give good

estimates of particle fall velocity in an effectively laminar flow field (in im-

poundments). Occasionally, however, it may prove desirable to compensate for

nonsphericity of particles. Figure V-9, which shows the effect of particle shape on

the drag coefficient C, may be used to do this. Note that for R < 1, shape of

particle does not materially affect C, and no correction is necessary.

A second problem in application of the Newton/Stokes approach described above is

that it does not account for what is called hindrance. Hindrance occurs when the

region of fluid surrounding a falling particle is disrupted (by the particle motion)

and the velocity of other nearby particles is thereby decreased. Figure V-10 shows
this effect schematically.

A very limited amount of research has been done to determine the effect of

particle concentration on fall velocity (Camp, 1968). Some data have been collected
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FIGURE V-8 PLOT OF C/R AND @ VERSUS R (CAMP, 1968)
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FIGURE V-9 DRAG COEFFICIENT (C) AS FUNCTION
AND PARTICLE SHAPE (CAMP, 1968)

OF Ryt40LD’s NUMBER (R)

however, and Figure V-n is a plot of a velocity correction factor, v’/v, as a

function of volumetric concentration. Volumetric concentration is given by:

Cp
c

- Wtw
Vol

‘P
(V-11)

where

cVol = volumetric concentration

%t = weight concentration.

As an approximation, the curve for sand may be used to correct v as a function

of Cvo,.
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FIGURE V-10 SCHEMATIC REPRESENTATION OF HINDERED SETTLING

OF PARTICLES IN FLUID COLUMN

FIGURE V-n VELOCITY CORRECTION FACTCR FOR HINIERED SEITLING (FROI CAMP, 1968)
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Settling Velocity

Assume that a swiftly moving tributary to a large reservoir receives a heavy

loading of sediment which is mostly clay particles. The particles tend to clump

somewhat

specific

v =
max

vmax =

=

Thus the

and average diameters are on the order of 2 microns. The clumps have a

gravity of 2.2. Applying Stokes’ law for 20”C water:

*(Pp - Pw) d2

32.2
(18x 2.1 X 10-5)

X [(2.2 X 62.4/32.2) - (62.4/32 .2)]x (6.56x 10-6)2

8.53 x 1o-6 ft see-l = .03 ft hr-l

particles of clay might be expected to fall about nine inches per

day in the reservoir. It should be noted that for such a low settling rate,

turbulence in the water can cause very significant errors. In fact, the estimate

is useful only in still waters having a very uniform flow lacking substantial

vertical components.

EXAMPLE V-4

Settling Velocity for a Sand and Clay

Suppose a river is transporting a substantial sediment load which is mainly

sand and clay. The clay tends to clump to form particles of 10 micron diameter

while the sand is of 0.2 mm diameter. The sand particles are very irregular in

shape tending toward a somewhat flattened plate form. The specific gravity of the
clay is about 1.8 while that of the sand is near 2.8. Given that the water

temperature is about 5°C, the terminal velocity of the clay may be estimated as in

Example V-3:

v +& (Pp - Q d2max =

v
‘ax = (18x ;!;! X 10-5)

X (0.8 X 62;4 / 32.2) X (3.28 X 10-5)2

= 9.4 x 10-5 ft see-l

= 8 ft day-l
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For the sand, apply Equation V-10:

CR2 = 4pw (pp - PW) @3/k2

cR2 = 82

Referring to Figure V-8, a value of CR2 equal to 82 represents R=2.8 and

C=1O.3. From Figure V-9, the corrected drag coefficient for discs is close

to 10.3 (no correction really necessary). Then, using Equation V-9 as an approxi-

mation:

‘.a.r

4 X 32.2 X (1.8x 62.4 / 32.2) X 6.56 X 10-4vmax = x 10.3 X 62.4/ 32.2

v 0.07 ft see-l = 252 ft hr-lmax =
Thus the clay will settle about 8 feet per day while the sand will settle about

6,048 feet per day (252 feet per hour).

5.3.4 Impoundment Hydraulic Residence Time

Once settling velocities have been estimated for selected grain sizes, the final

preparatory step in estimating sediment deposition rates is to compute hydraulic

residence time.

Hydraulic residence time represents the mean time a particle of water resides

within an impoundment. It is not, as is sometimes thought, the time required to

displace all water in the impoundment with new. In some impoundments, inflowing

water may be conceptualized as moving in a vertical plane from inflow to discharge.

This is called plug flow. In long, narrow, shallow impoundments with high inflow

velocities, this is often a good assumption. As discussed later, however, adoption

of this model leads to another problem, namely, is water within the plug uniform or

does sediment concentration vary over depth within the plug?

A second model assumes that water flowing into an impoundment instantaneously

mixes laterally with the entire receiving layer. The layer may or may not represent

the entire impoundment depth. This simplification is often a good one in large

surfaced, exposed impoundments having many small inflows.

Regardless of the model assumed for the process by which water traverses

an impoundment from inflow to discharge, hydraulic residence time is computed
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as in Equation V-1. That is:

‘w = V/Q

The only important qualification is that to be meaningful, V must be computed

taking account of stagnant areas, whether these are regions of the impoundment

isolated from the main flow by a sand spit of promontory, or whether they are

isolated by a density gradient, as in the thermocline and hypolimnion. Ignoring

stagnant areas may result in a very substantial overestimate of Tw, and in sediment

trap computations, an overestimate in trap efficiency. Actually TW computed in

this way is an adjusted hydraulic residence time. All references to hydraulic

residence time in the remainder of Section 5.3 refer to adjusted~w.

Hydraulic residence time is directly influenced by such physical variables as

impoundment depth, shape, side slope, and shoaling, as well as hydraulic character-

istics such as degree of mixing, stratification, and flow velocity distributions.

The concepts involved in evaluating many of these factors are elementary. The

evaluation itself is complicated, however, by irregularities in impoundment shape and

data inadequacies. Commonly, an impoundment cannot be represented well by a simple

3-dimensional figure, and shoaling and other factors may restrict flow to a laterally

narrow swath through the water body.

In most cases, hydraulic residence time may be estimated, although it is clear

that certain circumstances tend to make the computation error-prone. The first step

in the estimation process is to obtain impoundment inflow, discharge, and thermal

regime data as well as topographic/bathymetric maps of the system. Since a number of

configuration types are possible, the methods are perhaps best explained using

examples.

EXAMPLE V-5

Hydraulic Residence Time in Unstratified Impoundments

The first step in estimating hydraulic residence time for purposes of

sedimentation analysis is to determine whether there are significant stagnant

areas. These would include not only regions cut off from the main flow through

the body, but also layers isolated by dense strata. Consequently, it must be

determined whether or not the impoundment stratifies. Consider Upper Lake located

on the Carmans River, Long Island, New York. The lake and surrounding region are

shown in Figure V-12, and hypothetical geometry data are presented in Table V-6.

Based upon Upper Lake’s shallowness, its long, narrow geometry, and high tributary

inflows, it is safe to assume that Upper Lake is normally unstratified. Also,

because of turbulence likely at the high flows, one can assume that the small sac

northeast of the discharge is not stagnant and that Upper Lake represents a slow
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TABLE V-6

HYPOTHETICAL PHYSICAL CHARACTERISTICS AND
COMPUTATIONS FOR UPPER LAKE, BROOKHAVEN, SUFFOLK COUNTY, NEW YORK

D w CSA
Distance Downstream Average Average Cross-sectional

from Inflow Depth Width Area, D x W
Miles (feet) ft. ft. ft2

0.05 (264)

0.10 (528)

0.15 (792)

0.20 (1,056)

0.25 (1,320)

0.30 (1,584)

0.35 (1,848)

0.40 (2,112)

0.45 (2,376)

0.50 (2,640)

3

4

6

7

7

8

7

8

7

10

63

110

236

315

340

315

550

550

354

350

Total length = 0.5mi. (2,640 ft.)

Inflow from upstream = 380 cfs

}

(steady-state)
Outflow to downstream = 380 cfs

Computation

189

440

1,416

2,205

2,380

2,520

3,850

4,400

2,478

3,500
mean 2,338

Volume (Vol) = Total length x mean cross-sectional area

= 2,640 ft. X 2,338 ftz = 6.17 X 106 ft3

Residence time (Tw) = Vol/flow

= 6.17 x 106 ft3/(380 ft3/see)  = 1.62 x 104 sec (4.5 hr)

Velocity (Vel) = length/~w
= 2,640 ft/1.62 x 104 sec = .163 ft/sec

moving river reach. With these assumption-s, the computation of hydraulic residence

time is as shown in Table V-6.

Also shown in Figure V-12 is Lower Lake. According to the hypothetical data

presented in Table V-7, Lower Lake is much deeper than Upper Lake. Its volume is

significantly greater also, but the inflow rate is similar. In this case, par-

ticularly during the summer, it should be determined if the lake stratifies. For

this example, however, we will assume that the time of the year makes stratifica-
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tion very unlikely, and that Lower Lake is a slow moving river reach. We then

compute hydraulic residence time as shown in Table V-7. Figure V-13, in particular
diagram 1, shows what these assumptions mean in terms of a flow pattern for both

lakes.

FIGURE V-12 UPPER AND LOWER LAKES AND ENVIRONS,
LONG ISLAND, NEW YORK
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TABLE V-7

HYPOTHETICAL PHYSICAL CHARACTERISTICS AND
COMPUTATIONS FOR LOWER LAKE, BROOKHAVEN, SUFFOLK COUNTY, NEW YORK

D w CSA
Distance Downstream Average Average Cross-sectional

from Inflow Depth Width Area, D x W
Miles (feet) ft. ft. ft2

0,075 ( 396)
0.150 ( 792)
0.225 (1,188)
0.300 (1,584)
0.375 (1,980)
0.450 (2,376)
0.525 (2,772)
0.600 (3,168)
0.675 (3,564)
0.750 (3,960)
0.825 (4,356)
0.900 (4,752)
0.975 (5,148)
1.050 (5,544)
1.125 (5,940)

15
20
20
25
35
30
35
35

41
51
42
40
37

157
165
173
197
197
228
232
197
220
315
433
591
551
433
323

2,355
3,300
3,460
4,925
6,895
6,840
8,120
6,895
8,800

13,230
17,753
30,141
23,142
17,320
11,951

mean 11,008
Total length = 1.125 mi (5,940 ft.)

Inflow from upstream 400 cfs

1
(surface rising)

Outflow to downstream 390 cfs
Average flow = 395 cfs

Computation

Volume (Vol) = Total

= 5,940

Residence Time (Tw) =

=

length x mean cross-sectional area

ft. X 11,008 ft2 = 6.54 X 107 ft3

vol/flow

6.54 x 107/(395 ft3/see)  = 1.65 x 105 sec (46 hr)

Velocity (Vel) = length/Tw

= 5,940 ft/1.65 x 105 sec = .036 ft/sec
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Figure V-13



Assume for this example that Lower Lake is stratified during the period of

intrest. This significantly changes the computation of residence time. To a

first approximation,  one can merely revise the effective depth of the impoundment

to be from the surface to the upper limit of the thermocline rather than to the

Figure V-13 shows schematically what this simple model suggests for Lower

Lake as a stratified impoundment (diagram 2 or possibly 3). The figure also shows

wind-driven shallow, and deep impoundments. To the right of each diagram is a

plot of the temperature profile over depth. Actually, the profile could represent

a salinity gradient as well as a thermal gradient.

Table V-8 shows the procedure to estimate travel time for stratified Lower

Lake.  The upper boundary of the thermocline is assumed to be at a depth of

10 feet.  For all later computations of sediment accumulation, this same 10

foot depth would be adopted. Such an assumption is valid presuming that the

thermocline and hypolimnion are relatively quiescent. Thus once a particle enters
the thermocline it can only settle, and cannot leave the impoundment.

Large, Irregular Surface Impoundment

Figure V-14 shows Kellis Pond and surrounding topography. This small

pond is located near Bridgehampton, New York and has a surface area of about
36 acres.  From the surface shape of the pond, it is clear

be considered as a stream reach.

Figure V-15 shows a set of hypothetical depth profiles

From the profiles,  it is evident that considerable shoaling

that it cannot

for the pond.

has resulted in

the formation of a relatively well defined flow channel thorugh the pond.

Peripheral stagnant areas have also formed. Hypothetical velocity vectors

for the pond are presented in Figure V-16. Based upon them, it is reasonable

to consider the pond as being essentially the hatched area in Figure V-15.

To estimate travel times, the hatched area may be handled in the same way as

for the Upper Lake example presented above. It should be noted, however, that

this approach will almost certainly result in underestimation of sediment depo-

sition in later computations. This is true for two reasons. First, estimated

travel time will be smaller than the true value since impoundment volume is

underestimated. Second, since the approach ignores the low flow velocities to
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TABLE V-8

HYPOTHETICAL PHYSICAL CHARACTERISTICS AND
COMPUTATIONS FOR LOWER LAKE, BROOKHAVEN, SUFFOLK COUNTY, NEW YORK

(ASSUMING AN EPILIMNION DEPTH OF 10 FEET)

D W CSA
Distance Downstream Average Average Cross-sectional

from Inflow Depth Width Area, D XW
Miles (feet) ft. ft. ft2

0.075 10 160 1,600
0.150 10 170 1,700
0.225 10 175 1,750
0.300 10 200 2,000
0.375
0.450
0.525
0.600
0.675
0.750
0.825
0.900
0.975
1.050
1.125

10
10
10
10
10

10
10

198
230
233
200
222
316
435
590
552
435
325

1,980
2,300
2,330
2,000
2,220
3,160
4,350
5,900
5,520
4,350
3,250

Total length = 1.125 mi (5,940 ft.) mean CSA = 2,961 ftz

Inflow from upstream 397cfs

\

(steady-state surface, difference
Outflow to downstream 393cfs due to loss to water table)

Average flow = 395 cfs

Computation

Volume (Vol) = Total length x mean cross-sectional area

= 5,940 ft. X 2,961 ft2 = 1.76 X 107

Residence Time (Tw) = Vol/flow

= 1.76 x 107/(395 ft3/see) = 4.46 x 104 sec (12.3hr)

Velocity (Vel) = length/Tw

= 5,940 ft/4.46  x 104 sec = 0.133 ft/sec
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FIGURE V-14 KELLIS POND AND SURROUNDING REGION, LONG ISLAND.
NEW YORK
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FIGURE V-15 HYPOTHETICAL DEPTH PROFILES
FOR KELLIS POND

FIGURE V-16 HYPOTHETICAL FLOW PATTERN IN KELLIS POND
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FIGURE V-17 HYPOTHETICAL DEPTH PROFILES FOR KELLIS POND

either side of the

sedimentation than

NOT SHOWING SIGNIFICANT SHOALING

central channel and nonuniform velocities within it, heavier

computed is likely.

Still more difficult to evaluate is the situation where shoaling and scour

have not resulted in formation of a distinct central channel. Figure V-17 shows

hypothetical depth profiles for Kellis Pond for such a case.

Here, velocity distribution data should be obtained, particularly if the

impoundment is of much importance. If such data are not available but it is

deemed worthwhile to do field studies, methods available for evaluating flow

patterns include dye tracing and drogue floats. A simple but adequate method (at

least to evaluate the surface velocity distribution) is to pour a large number of

citrus fruits (oranges, grapefruit) which float just below the surface, into the

impoundment, and to monitor both their paths and velocities. Although it is true

that surface velocities may be greater than the velocity averaged over depth, this
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will permit estimation of hydraulic residence time directly or generation of data

to use in the prescribed method. In the latter case, the data might be used to

define the major flow path through an impoundment of a form like Kellis Pond.

,

Complex Geometries

The final hydraulic residence time example shows the degree of complex-

ity that sediment deposition problems may entail. Although it is possible

to make rough estimates of sediment accumulation, it is recommended that for

such impoundments more rigorous methods be used - mathematical modeling and/or

detailed field investigations.

Figure V-18 shows Lake Owyhee in eastern Oregon. This impoundment is well

outside the range of complexity of water bodies which can be evaluated using these

calculation methods. Because of geometry, the number of tributaries, and size, it

is not feasible to conceptually reduce the impoundment in such a way as to estimate

travel times. Flow patterns are likely to be very complex, and sediment deposition

is difficult to predict both in terms of quantity and location.

In contrast, Figure V-19 shows New Millpond near Islip, New York and surround-

ing features. Although this water body does not have a simple surface geometry,

it can be reduced to three relatively simple components as shown in the figure.

Bearing in mind the limitations imposed by wind mixing, stratification, and the

presence of stagnant regions described in earlier examples, deposition might

nevertheless be estimated in arms A, B, and C. Because of the difficulty of

predicting velocities and turbulence in section D, estimates of sedimentation

cannot be reliably made there. However, it is likely that much of inflowing

sediments will have settled out by the time water flows through the arms and into

section D.
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FIGURE V-18 LAKE OWYHEE AND ENVIRONS
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FIGURE V-19 NEW MILLPOND AND ENVIRONS, NEW MILLPOND IS
SUBDIVIDED FOR PURPOSES OF ESTIMATING SEDI-
MENTATION IN REGIoNs AJ ~J AND ~1
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5.3.5 Estimation of Sediment Accumulation

Estimation of quantities of sediment retained in an impoundment follows directly

from the computations of settling velocity and travel time, although the computation

depends upon whether the adopted model is plug flow, or a fully mixed layer or

impoundment.

In the case of plug flow, one of two subordinate assumptions is made: that the

plug is fully mixed as in turbulent flow, or that it moves in a “laminar” flow

through the impoundment. In terms of sediment accumulation estimates, the fully

mixed plug assumption is handled in the same way as the fully mixed impoundment

model . Thus we have two kinds of computations:

Case A c Plug flow with the plug not mixed vertically.

[

@ Plug flow assuming a vertically mixed plug
Case B

o A fully mixed impoundment or stratum.

Equation V-12 is pertinent to both cases A and B. It defines the mass of

sediment trapped as a function of trap efficiency and inflowing sediment mass.

Equation V-13 should be used for case A, and Equation V-14 for case B:

‘t = siP

P
( )

= (Twv) +D’’-IJ /D”

(V-12)

(V-13)

P . VTW
(V-14)

D!

where

P = mean proportion of Si trapped (1 > P > O)

St = mass of sediment trapped per unit time

Si = mass of sediment in inflows per unit time
v = particle settling velocity

D = discharge channel depth

D’ = flowing layer depth

D“ = inflow channel depth.

Figure V-20 shows the significance of the various depth measures D, D’, D“,

and the assumed sedimentation pattern. In case B, in the absence of substantial

erratic turbulence and unpredicted vertical velocity components, and within the

constraints of available data, it is clear that this approach can give reasonable

estimates of trap efficiencies. In case A, however, small changes in D or D“ can

strongly affect trap efficiencies. It is important to remember in applying case A

that P is a mean, preferably used over a period of time. It is also important to

recognize that conditions within an impoundment leading to selection of case A or B

are subject to change, thus affecting estimates.

For convenience, Figure V-21 is included to provide estimates of Vmax
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FIGURE V-20 SIGNIFICANCE OF DEPTH MEASURES D, D’, AND
D”, AND THE ASSUMED SEDIMENTATION PATTERN
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FIGURE V-21 SETTLING VELOCITY FOR SPHERICAL PARTICLES
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for

ESTIMATING SEDIMENT TRAP EFFICIENCYFIGURE V-22 NOMOGRAPH FOR

spherical particles of 2.7 specific gravity. The data are presented as a

function of particle diameter and temperature. Figure V-22 is a nomograph relating

trap efficiency, P (in percent) to depth D’, Vmax, and Tw. The nomograph is

useful only for case B assumptions.
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Sedimentation in Upper and Lower Lakes

Using the data from Table V-6 and settling velocities for the clay and sand

of Example V-4, for case A:

T = 1.6x104 secw

v~ax for clay = 8 ft day -1

vmax for sand = 252 ft hour -1

Although it is not specified in Table V-6, the inflow channel depth at

the entrance to Upper Lake is 3 feet. The discharge channel depth is 10 feet.

Assuming “laminar” flow with minimal vertical components (Case A), for clay:

[(TWXV) +D” - D]
~,1

[(1.6x 104x 9.3x 10-5) + 3- 10]
3

-5.5

The negative value implies that the proportion settling out is virtually zero.

Thus the clay will to a large extent pass through Upper Lake. However, Tw for

this example is very small (4.5 hours). Many impoundments will have substantially
larger values.

For the sand:

p= [(1.6X104X7X10-2)  +3- 10]
3

= 371

All of the sand will clearly be retained. Note that a clay or very fine silt of

vmax = 5X10-4 ft sec-l would be only partially trapped:

~ = [(1.6 X 104 X 5 X 10-4) + 3- 10]
3

= 0.33

Thus about one-third of this sediment loading would be retained. Note that

if D is large, trap efficiency drops using this algorithm. For the silt, a

discharge channel depth (at the outflow from Upper Lake) of 11 feet rather

than 10 would give:

~= [(1.6x 104X 5x 10-4) +3- 11]
3

= 0
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Thus with D = 11, all silt exits the impoundment. If D is only 9 feet, then:

~= [(1.6 x 104 x 5 x 10-4) +3-9]
3

= .66

Two-thirds of the silt is retained. Remember that P represents a mean value.
Clearly during some periods none of the silt will be retained (due to turbulence,

higher velocities) while during other periods, all of the silt will be trapped.

The key here is the word “mean. ”

If the impoundment

the mean depth D:

B=

where

n =

Di =

is assumed to be vertically mixed (case B), compute

the number of cross-sections

depth at the ith cross-section.

For Upper Lake:

D=6.7=D’

Then:

v Tw
P= ~1

For the clay:

p _ 9.3x 10-5X 1.6x 104
6.7

= 0.22

About one-fourth of the clay is retained:

For the sand:

P= 7X10-2X1.6X104
6.7

= 167

All of the sand will be trapped within about 1/167 times the length of the

lake. If the daily influent loading of sand is one ton, while the loading

of clay is fifteen tons, then the daily accumulation will be one ton of sand

and 0.22 x 15 = 3.3tons of clay.

Finally, as an example of use of Figures V-21 and V-22, assume that the

sediment loading consists primarily of silt particles in the size range of

.002mm diameter, and that the water temperature is 5°C. Further, assume ‘W has

been estimated as 2.77 days (104 seconds), and that D’ = 50 feet. From

Figure V-21, the settling velocity is about 1 x 10-4 feet per second.
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In Figure V-22, draw a line from 10-4 on the V axis to 104 on the

TW axis.  The point of intersection with axis L is L’. Next, compute

log1050 = 1.699. Draw a line from this point on the D’ axis to L’.

Where this line crosses the St/Si (%) axis gives the log of the percent

of the sediment trapped. This is 10003 = 1.99=2%.

5.4 EUTROPHICATION AND CONTROL

5.4.1 Introduction

Eutrophication is the process of increasing nutrients in surface waters.

The presence of nutrients in an impoundment generally favors plant growth. Depending

upon antecedent conditions, the relative abundance of nitrogen, phosphorus, light,

and heat, and the status of a number of other physical and chemical variables, the

predominant forms may be diatoms, other microscopic or macroscopic algae, or bottom-

rooted or free-floating macrophytes. The quantity of plant matter present in an

impoundment is important for several reasons. First, plant cells produce oxygen

during photosynthesis, thereby providing an important source of dissolved oxygen to
the water column during daylight hours. Plant cells also consume oxygen through the

process of respiration. Respiration occurs along with photosynthesis during the day,

but occurs at night when photosynthesis does not. Oxygen consumed at night may be

considerable, not only because it serves to sustain the plant cells, but because the

cells actively perform various vital metabolic functions in the dark. Also, cells

that fall below the photic zone will consume additional oxygen irrespective of the

time of day.

Plant growth within an impoundment is also important because plant biomass is a

major source of nutrition for indigenous fauna, and the growth of plants constitutes

what is called “primary production.” The stored energy and nutrients provide food

for various grazers higher in the food chain, either through direct consumption of

living plant tissue by fishes and zooplankton or through consumption of detritus by

fishes, microorganisms, and zooplankton. The grazers, in turn, provide food for

predatory fishes, mammals, insects, and other higher forms. The kinds and amounts of

primary producers affect the other members of the food chain resulting in a good

sport fishery or “trash fish,” depending on nutrient conditions.
Finally, plant development in impoundments is important because it tends to

accelerate impoundment aging. As plants grow, organic matter and sediment accumulate.
As the impoundment fills with rock fragments, soil, and plant detritus, an excellent

substrate forms upon which more suspended matter may be trapped and which may ulti-

mately support the growth of higher plants and trees. The gradual filling in of an
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impoundment in this way reduces its usefulness, and may finally eliminate the impound-

ment completely.

5.4.2 Nutrients, Eutrophy, and Algal Growth

Eutrophy means literally a state of good nutrition. Plants require a number of

nutrients, but to vastly different degrees. Some nutrients, such as carbon, nitrogen,

potassium, and phosphorus, are needed in large quantity. These are termed macronutri-

ents. The micronutrients, e.g. iron, cobalt, manganese, zinc, and copper, are needed

in very small amounts. In nature, the micronutrients, carbon, and potassium are

usually in adequate supply (although not always), while nitrogen and phosphorus are

commonly growth limiting.

Nitrogen, particularly as nitrate and ammonium ions, is available to water-borne

plant cells to be used in synthesis of proteins, chlorophyll a and plant hormones.
Each of these substances is vital for plant survival.

Phosphorus, an element found in a number of metabolic cofactors, is also neces-

sary for plant nutrition. The biosynthesis and functioning of various biochemical

cofactors rely on the availability of phosphorus, and these cofactors lie at the very
foundation of plant cell metabolism. Without adequate phosphorus, plant cells cannot

grow.

Since nitrogen and phosphorus are commonly in limited supply, many impoundments

tend inherently to be clear and essentially free of clogging algae and vascular

plants. Over long periods of time and depending on geological conditions, natural

sources of nutrients may lead to eutrophication in lakes. Because of society’s

ever-increasing size and need for food, chemical sources of nitrogen and phosphorus

are synthesized and spread over vast tracts of farmland. Stormwater washes off these

nutrients, which then flow through streams and into natural and artificial impound-

ments. Also, excessive nutrients occur in wastewaters from municipalities and

industry. Due to the fact that many impoundments have very low flow velocities,

impoundments represent excellent biological culturing vessels, and often become

choked with plant life when nutrients increase.

Since a plant cell has at any point in time a specific need for nitrogen and for

phosphorus, one or the other or both may limit cell growth or replication. Where

nitrogen is the nutrient that restricts the rate of plant growth, that is, where all

other nutrients and factors are present in excess, we say that nitrogen is growth

limiting. In general, N:P mass ratios in the range of 5 to 10 are usually associ-

ated with plant growth being both nitrogen and phosphorus limited. Where the ratio

is greater than 10, phosphorus tends to be limiting, and for ratios below 5, nitrogen

tends to be limiting (Chiaudani, et al 1974).In most lakes, phosphorus is the

limiting nutrient. In many nitrogen-limited lakes, phosphorus is still controlling

because of the process of nitrogen fixation. Thus, the focus in this manual is on

phosphorus.
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In addition to nitrogen and phosphorus, any necessary nutrient or physical

condition may limit plant growth. For example, in high nutrient (eutrophic) waters,

algal biomass may increase until light cannot penetrate, and light is then limiting.

At such a point, a dynamic equilibrium exists in which algal cells are consumed,

settle or lyse (break) at the same rate as new cells are produced. In other cases,

light may be limiting due to non-algal particulate material.

To summarize, the process of eutrophication (or fertilization) is enrichment of

a lake with nutrients, particularly nitrogen and phosphorus. However, the problems of

eutrophication are caused by increased plant biomass as a result of enrichment.

Therefore, the objective is to predict plant biomass as related to nutrient concen-

trations. The method for predicting plant biomass is based on the rate of phosphorus

supply (loading), the concentration of phosphorus in the lake, and the amount of

plant biomass that is predicted based on the phosphorus concentration. The plant

biomass is exemplified by the phytoplankton (algae) concentration but macrophytes

(aquatic weeds) are also of concern. The plant biomass and related variables define

the scalar relationships of eutrophication.

5.4.3 Predicting Algal Concentrations

Predicting algal blooms or predominance of macrophytes using a mechanistic

approach can be a very complex problem, and most methods are not suited to a simple

hand calculation technique. However, relationships regarding algal productivity

have been derived that permit an evaluation of the eutrophic state of an impoundment.

Because the methods permit algal biomass to be estimated with relatively little,

easily obtained data, and because algae are very important in assessing impoundment

water quality, these techniques are useful here. The methods presented below are

(Vollenweilder,  1976; Vollenwider and kerkes,  1981; Lorenzen, 1976). It may be

loading.

5.4.3.1 Nutrient Limitation

based upon the fact that in most cases (perhaps 60 percent) phosphorus is the biomass

limiting nutrient (EPA), 1975).  One such approach has been developed by Vollenweider

used to prdict the degree of impoundment eutrophication as a function of phosphorus

Before considering application of any of the methods to assess eutrophication,

it is important to examine the nitrogen to phosphorus ratio. This indicates whether

any of the methods presented below is likely to give realistic results. Gener-

ally, an average algal cell has an elemental composition for the macronutrients of

C106N16P1.  With 16 atoms of nitrogen for each atom of phosphorus, the average

composition by weight is 6.3 percent nitrogen and 0.87 percent phosphorus or an N/P

ratio of 7.2/1. Although all nutrient requirements must be met, the relative rate

of supply is significant and must be determined to know which is limiting. For N/P

-51-



ratios greater than 7.2, phosphorus would be less available for growth (“limiting”)

and when less than 7.2, nitrogen would be limiting. In paractice, values of less

than 5 are considered nitrogen limiting, greater than 10 are phosphorus limiting, and

between 5 and 10, both are limiting.

In many cases of eutrophic lakes, nitrogen is not limiting because of the

process of nitrogen fixation. Some blue-green algae, a particularly noxious type of

algae, have enzymatic processes for the biochemical conversion of dissolved elemental

nitrogen into reduced nitrogen (amine groups) suitable for growth and metabolism.

Special cells called heterocysts perform this process and only appear when nitrogen

is limiting. It can be argued that in general nitrogen is not limiting (Schindler,

1977) and a “worst case” analysis can be made for a screening approach using phos-

phorus. This is the basis for the eutrophication screening method. However, it

should be remembered that the chlorophyll produced is affected by the N/P ratio as

are the algal species (Smith, 1979).

5.4.3.2 Nutrient Availability

Availability of nutrients is also important. Particulate nitrogen and phosphorus

in the inflowing tributaries generally settle and can therefore be considered unavail-

able. Few estimates of bioavailable nutrients have been made. The estimates have

been made primarily for phosphorus using algal assay techniques. Cowen and Lee

(1976) indicated that 30 percent or less of urban runoff phosphorus was available to

algae while Dorich      (1980) found a value of 20 to 30 percent for sediment bound

phosphorus (as would occur in rural runoff). It appears that a fraction of 0.3 would

provide a conservative estimate of

measurements.

5.4.4 Mass Balance of Phosphorus

A material entering a lake or

solid phases. The solid phase can

remove suspended and aqueous phase

bioavailable phosphorus in the absence of actual

impoundment will partition between the aqueous and

settle and become bottom sediment or outflow can

material . A diagrammatic presentation of the

concept of inflow, partitioning and settling, and outflow is shown in Figure V-23.

The concentration of the material can be calculated very simply after making several

assumptions: the lake is completely mixed, the lake is at steady state and inflowing

water equals outflow, and the annual average rates are constant. Although these

assumptions are not met entirely for phosphorus, they are satisfied well enough to

meet requirements for a screening analysis of eutrophication. Based on its histor-

ical development the eutrophication screening method is termed the “Vollenweider

Relationship”.

As shown in Figure V-23, any of three different forms of the steady state

equation can be used to predict phosphorus concentrations in lakes. Each form may be
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For Example - Phosphorus, P = X

LOADING

LP =QIo PI / A, mg/m2 year

MASS BALANCE

Assumptions: completely mixed, steady state, Q z QI, annual average
rates are constant

Definitions: Mean depth, ~ = V/A; hydraulic flushing or dilution
rate, D = Q/V; hydraulic loading, q = Q/A; M =
QI l PI; K= net rate of solid phase removal and
release (proportional to P), typically negative when
averaged over the annual cycle.

&.EpI Q-p ~p=o
dt V—- V

Solving for P,

P SD*PID+K (Mass Balance Form) (1)

P = + (~) (Mass Inflow Form) (2)
D+K

‘=*)
(Loading Form) (3)

FIGURE V-23 FORMULATIONS FOR EVALUATING MANAGEMENT OPTIONS
FOR POLLUTANTS IN LAKES AND RESERVOIRS
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more or less suitable for a specific data set. The important variables are the

hydraulic flushing or dilution rate (Q/V, inverse of residence time), lake volume to

area ratio (V/A, equals mean depth), phosphorus in the influent (PI), and the net

rate of removal (K).

The variables Q, V, A must be determined from other data. The influent phosphorus

can be based on measurements or estimated from calculations performed as in Chapter 3

and including any municipal and industrial effluents. Generally, effluents are

considered totally available for growth. Nonpoint sources should be assessed as 100

percent available and as 30 percent available to provide limits for screening purposes.

Estimation of the net rate of removal (K) is not as clear. Vollenweider (1976)

and Larsen and Mercier (1976) independently estimated the net rate of removal as

a function of dilution rate:

This is the most accepted approach for screening.

that K = 0.65 by least squares fitting of data for

Equivalently, Vollenweider and Kerekes (1981)

Jones & Bachmann

143 lakes.

(1976) estimated

provide a derivation of the mass

balance equation (Equation 1, Figure V-23) in terms of phosphorus residence time and

based on regression analysis:

P= 1 (PI)= ‘1
l+{D 1+(D

Regression of predicted phosphorus and actual phosphorus for 87 lakes showed a

reasonable correlation (r = 0.93) but indicated that there was a predicted slight

underestimate at low concentrations (<8 #g/l) and a slight overestimate at higher

concentrations (<20

Also the value

phosphorus retained

wg/1) (Vollenweider and Kerekes, 1981).

of K can be estimated from the ratio (R) of the measured mass

(in minus out) and the mass inflow:

Q*P ~ PI-P
QI “PI - PI

K=~(R)

P “z

To assess the placement of a specific lake relative to a set of lakes, phosphorus

loading (Lp) is graphed as a function of hydraulic loading (qs) (Figure V-24).

The data for 49 measurements of U.S. lakes are shown. (Some lakes occur more than

once because of multi-year studies.)

More recently, Vollenweider and Kerekes (1981) have presented the OECD Eutrophi-

cation Program results showing that lakes can be classified into discrete groups

according to their eutrophication characteristics (Table V-9). However, as they

note, there is overlap between the different categories showing that these charac-

teristics are not complete descriptors of trophic state but are relative indicators.
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FIGURE V-24 US OECD DATA APPLIED TO VOLLENWEIDER (1976)
PHOSPHORUS LOADING AND MEAN DEPTH/HYDRAULIC
RESIDENCE TIME RELATIONSHIP (TAKEN FROM RAST
AND LEE, 1973)
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TABLE V-9

PRELIMINARY CLASSIFICATION OF TROPHIC STATE BASED ON INVESTIGATOR OPINION
(ADAPTED FROM VOLLENWEIDER AND KEREKES, 1981)

Variable* Oliqotrophic Mesotrophic Eutrophic

Total Phosphorus
mean
range (n) 3-18(21) 11-6(19) 16-390(71)

Total Nitrogen
mean 660 750 1900
range (n) 310-1600(11) 360-1400(8) 390-6100(37)

Chlorophyll a
mean 4.7
range (n) 0.3-4.5(22) 3-11(16) 2.7-78(70)

Peak Chlorophyll a
mean
range (n) 1.3-11(16) 5-50(12) 10-280(46)

Secchi Depth, m
mean
range (n) 5.4-28(13) 1.5-8.1(20) 0.8-7.0(70)

* wg/l(or mg/m3) except Secchi depth; means are geometric annual means
(Ioglo),  except peak chlorophyll 1 a.

Big Reservoir and

The Vollenweider Relationship

To use the Vollenweider relationship for phosphorus loading, data on long-

term phosphorus loading rates must be available. It is also important that the

rates represent average loading conditions over time because transient phosphorus

loading pulses will give misleading results.

and has the following

Length

Width

Depth (Z)

Inflow (Q)

characteristics:

Big Reservoir

Available Data (all values are means ):

Big Reservoir is a squarish reservoir

2.0 mi = 3.22 km

5. mi = .805 km

200 ft = 20 m

50 cfs = 1.42 cms

-56-



Total phosphorus concentration in water column 0.482 ppm

Total nitrogen concentration in water column 2.2 ppm

Total phosphorus concentration in the inflow 1.0 ppm

In order to apply the plot in Figure V-24, the first step is to make as

certain as possible that algal growth is phosphorus limited. In this case,

the weight to weight N:P ratio is 2.2/.48 = 4.6. Presumably, algal growth

in Big Reservoir is not phosphorus limited, and the Vollenweider relationship for

phosphorus is not a good one to use. In this case a rigorous model should be

used. If nitrogen fixation is observed to occur (heterocystous blue-green algae),

an estimate of the potential problem can be obtained by assuming phosphorus to be

limiting:

v = length l depth l width

= 322(3II  l 805M “ 20n = 51.8 million m3

D = 1.42m3 . 86400 sec . X=E
sec 51.8MM3 day yr yr

T = 1.16 yearsw
K“’ = fi= 0.93/yr

P = {~= 0.482 mg/1

Lp = Q l PI/A= 17.3g/m2yr

qs = Q/A=~/Tw = 20/1.16 = 17.2m/yr

Plotting Lp and qs on Figure V-24 shows that the reservoir could be extremely

eutrophic.

Bigger Reservoir and

The Vollenweider Relationship

The physical characteristics of Bigger Reservoir are:

Bigger Reservoir

Available Data (all values are means):

Length 20 mi = 32.2 km

Width 10 mi = 16.1 km

Depth (~) 200 ft = 61 m

Inflow (Q) 500 cfs

Total phosphorus concentration in inflow 0.8 ppm

Total nitrogen concentration in inflow 10.6 ppm
As in the preceding example, first determine whether phosphorus is likely to

 be growth limiting.  Since data are available only for influent water, and since
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no additional data are

water will be used.

N:P = 10.6/0.8

Thus algal growth

Compute the approximate

available on impoundment water quality, N:P for influent

= 13.25

in Bigger Reservoir is probably phosphorus limited.

surface area, volume and the hydraulic residence time.

Volume (V) = 20mi x 10mi x 200 ft x 52802=

1.12 x 1012ft3 = 3.16)( 1010m3

Hydraulic residence time (Tw) = V/Q =

1.12 x 1012ft3/500  ft3sec-1 = 2.24 x 10gsec = 71yr

Surface area (A) = 20mi x 10mi x 52802 =
s 57 x ~09ft2 = s 18X ~08m2l

Next, compute q~

qs “z/Tw -

qs = 61 m/71 yr = 0.86myr -1

Compute annual inflow, Q,,

Qy =Qx 3.15x 107 s~cyr-l

Qv = 1.58 x 1010ft3yr -1

Phosphorus concentration in the inflow is 0.8 ppm or 0.8 mg/l. Loading (Lp)

in grams per square meter per year is computed from the phosphorus concentration,

in mg/1:

X!+!llx 1
s ~8xlo8m2 X 1.58X 1010 ~

l yr

28.311LD=_ x_Q_
ft J 1000mg

Lp = 0.70 gm-2yr -1

Now, referring to the plot in Figure V-24, we would expect that Bigger Reservoir

possibly with severe summer algal blooms.

The Vollenweider Relationship

Using Monthly Inflow Quality Data

Is Frog Lake eutrophic? Frog Lake’s physical characteristics are as shown ,
below:
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Month

October

November

December

January

February

March

April

May

June

July

August

September

Frog Lake

Available Data:

Mean length 2 mi

Mean width 1/2 mi

Mean depth 25

Available Inflow Water Quality

Q (monthly mean, cfs) Total P (mg/1 )

1972

50

80

40

60

80

75

40

38

38

1974 1972

65 0.1

90 0.02

40 0.03

58 0.01

80 0.01

76 0.04

70 0.03

25

20 0.09

25 0.06

1974

0.08

0.02

0.04

0.02

0.01

0.05

0.08

0.11

0.04

0.05

ft

Data:

Inorganic N (mg/1)

1972

7.2

6.3

3.1

2.0

2.3

0.55

1.20

3.50

2.80

1974

6.0

2.4

1.5

1.9

0.50

0.52

1.35

2.01

1.29

1.00

First, estimate the mean annual flow and the hydraulic residence time. To compute

mean annual flow,

n.
Y

Q= (; X’ Qi, j)/ z ni
j=l j=l i=l

where

Q.1 ,J
= the individual flow measurements

Y = the number of years of data

n. = the number of observations per year

Q’ = 1050/19 = 55.3 cfs = 1.75 x 10gft3/yr

Now estimate the volume, surface area, hydraulic residence time, and qs

v (5280 ft)z = 6.97 x 108ft3 == 2mi x 1/2 mi x 25 ft x Mi

~ 98X ~07m3.
(5280 ft)z = 2.79 x 107ft2 = 2.59 x 106m2A = 2mixl/2mix Mi
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T
w = V/Q = 6.97 x 108ft3/55.3  cfs = 1.26 x 107 sec = 0.4 yr

!& = il~w

0.3048 mjo,4 Yr = 19.o5 m/yr
q~ = 25 ft.

ft
Next,  calculate the weight mean inflow phosphorus and nitrogen concentrations

~andmas follows:

‘i ‘i
~(or~)=(~ z QijxCi,j)/(~  z Qij)

i=l j=l ‘ i=l j=l ‘
T= 43.86/1050  = 0.042mg/l

~= 2671.902/1050 = 2.54 mg/l

The N:P ratio in the inflows is 60. Therefore if one of the two is growth limiting,

it is probably phosphorus. Compute the phosphorus loading, Lp.

L _ 28.311 x 1 g ~ 0.042mgx 1 ~ ~5x109ft3

p -~ ~oomg 1 z 59X106M2 x “ Yr.

Lp = 0.80 g/m2yr

Now, referring to the plot in Figure V-24 with Lp = 0.80 g/m2yr and qs = 19m/yr,

the impoundment is well into the mesotrophic region.

5.4.5 Predicting Algal Productivity , Secchi Depth, and Biomass

The prediction of eutrophication effects is based primarily on prediction of

chlorophyll a concentrations from phosphorus concentrations rather than on general

impoundment trophic status. The method has been advanced by several researchers

including Sakamoto (1966), Lund (1971), Dillon (1974), and Dillon and Rigler (1975).

Originally, the method related mean summer chlorophyll a concentrations to spring

mean total phosphorus. As shown in Figure V-25, the relationship is highly correlated,

and a regression of the log of summer mean chlorophyll a on the log of spring mean

phosphorus is linear (units arepg/1). Using a least squares method gives the equation

of the line as (Lorenzen, 1978):

log (chl a = 1.5 log (P)-1.1

or

1“5 for P~250 mg/m3chl ~= 0.08(P) = 0.25ppm

More recently (Vollenweider and Kerekes, 1981), additional data have been

compiled and equations have. been derived for predicting annual average chlorophyll a

from annual average total phosphorus (r = 0.88, n=78):

chl ~= 0.27(P)0”gg (V-15)
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FIGURE V-25 RELATIONSHIP BETWEEN SUMMER CHLOROPHYLL AND
SPRING PHOSPHORUS (FROM LORENZEN, UNPUBLISHED)

Perhaps more important from a water quality point of view, peak chlorophyll a

can be computed from annual average total phosphorus (r = 0.89, n=51):

peak chl a = 0.58(P)1”07 (V-16)

The peak is approximately 2-3 times as much as the average chlorophyll a . If the

relationships are computed from phosphorus loading equations, the equations change:

chl ~= 0.37(PL)0”7g

and

peak chl a = 0.74(PL)O”8

One of the major diagnostic tools in analysis of eutrophication is measurement

of water transparency. Algal blooms decrease light penetration by light absorption

and scattering that can be approximated by the Beer-Lambert law.

A simple method of estimating light penetration in the vertical direction is

with a Secchi disk, where the disappearance depth is defined as the Secchi depth (SD)

(Hutchinson, 1957):
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ln(I~D/Io) = -k w SD
where

10 = initial light intensity, light units

lSD = intensity at Secchi depth, light units

SD = Secchi depth, m

k = extinction coefficient, 1/m.

Algal blooms reduce transparency. Algal blooms are measured using the average

summertime (July-August) chlorophyll a concentration (CA, pg/1) in the mixed layer

epilimnion) since non-plant materials do not contain chlorophyll. Lorenzen (1973,

1980) showed that the extinction coefficient (k) could be considered in two parts;

that is, light attenuation would be the result of absorption and scattering by algal

cells and by the water and non-algal materials in the water column:

k = a + b * C A

Hutchinson (1957) and others have shown that the Secchi depth occurs over a relatively

narrow range of light intensity ratios (l/l.). If it is assumed that this ratio

is a constant (ln(I/Io) = R), we can substitute (A= a/R; B =b/R), and solve for

Secchi depth as a function of chlorophyll a:

l/SD = A + B * C A

In the equation, A represents non-algal attenuation while B*CA represents

attenuation by chlorophyll ~. Larsen and Malueg (1981) used data from several lakes

to compute this relationship. Similarly, data from 226 lakes were used to obtain the

following equation:

l/SD = 0.02 CA + 0.6
However, B is considered a constant (B = 0.02, Megard       1980), while A will vary

with the background light attenuation in the water due to dissolved and particulate

matter (Lorenzen, 1980). It should be noted that as the particulate matter increases,

the relationship will be less likely to hold.

Figure V-26 shows a plot of maximal primary production in terms of milligrams

carbon incorporated in algae per square meter per day as a function of phosphate

phosphorus levels. As was the case with predicting chlorophyll a concentrations, the

relationship appears to be reasonably robust and therefore useful.

Because dried algae contain very roughly 3 percent chlorophyll a (J.A. Elder,

pers. comm., 1977), dry algal biomass may be estimated from chlorophyll a concentra-

tion by multiplying by thirty-three. Similarly, carbon productivity, as in the plot

in Figure V-26, may be converted to total algal biomass. Since approximate analysis

of dried algae has been determined as (Stumm and Morgan, 1970):

c106H2630110N16pl
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FIGURE V-26 MAXIMAL PRIMARY PRODUCTIVITY AS A FUNCTION OF PHOSPHATE
CONCENTRATION (AFTER CHIAUDAN, EI ~,, 1974) 

the gravimetric factor is ~=2.8. Thus, maximal carbon productivity may

be multiplied by 2.8 to give a rough estimate of maximal algal biomass productivity.

The user should bear in mind that applying this technique can only lead to rough

estimates. If it is desired to predict biomass or productivity with accuracy, more

sophisticated approaches may be necessary.

Phosphorus and Summer Chlorophyll a

Lake Sara mean annual total phosphorus concentration, P = .03 mg/1 = 30 mg/m3

_= 0.27(P)0”ggchl a

chl a = 7.8mg/m3—
algal dry biomass ~ 7.8 x 33 = 258 mg/m3

Peak chlorophyll a would be 22 mg/m3. If calculated from loading rates, the
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numbers would differ. Secchi depth would be approximately 1.3 meters assuming

that the average background light extinction was 0.6.

In the absence of measured data, the in-lake concentration (P) can be computed

based on the various point and nonpoint loadings (n):

LP = ; QiPIi
i=l

()

PI
P=—

1 +vlr

Then chlorophyll a can be estimated as shown in the previous paragraphs.

5.4.6 Restoration Measures

Control of eutrophication in lakes can be evaluated by a variety of approaches

(Table V-10). Some methods are directed at external sources (PI) and others at

recycling from in-lake sources (K). Changes in volume (V) and inflow (Q) obviously

will affect predicted results. For example, on a long term basis dredging will

decrease the return of phosphorus for the sediments (i.e. increase K) and increase

the volume (and therefore decrease the dilution rate, D). If the input concentration

(PI) is the critical variable, then source controls should be investigated. If

internal sources are involved, then in-lake controls should be evaluated. In many

lakes, both source and in-lake controls will be needed.

Problem treatment is directed at the productivity directly. These controls are

often the only alternative for many lake situations. These methods are evaluated

only in a qualitative way. Indexes for evaluating lake restoration have been devel-

oped (Carlson,  1977;  Porcella et al, 1980).  These are useful for prioritizing lake

restoration projects and for evaluating progress.

5.4.7 Water Column Phosphorus Concentrations

The relationships described in 5.4.5 for predicting algal biomass are predicated

on phosphorus levels within the impoundment. A more precise mechanism for estimating

phosphorus lake concentrations based on interactions between bottom sediments and

overlying water has been developed.

Lorenzen, et al.. (1976) developed a phosphorus budget model (Figure V-27 which

may be used to estimate water column and sediment bound phosphorus in a fully mixed

system. A mass balance on both sediment and water column phosphorus concentrations
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TABLE V-10

CLASSIFICATION OF LAKE RESTORATION TECHNIQUES

I. Source Controls

A. Treatment of inflows

B. Diversion of inflows

c. Watershed management (land uses, practices, nonpoint source

control, regulations and/or treatments).

D. Lake riparian regulation or modification

E. Product modification or regulation

II. In-Lake Controls

A.

B.

c.

D.

E.

F.

G.

H.

I.

J.

K.

Dredging

Volume changes other than by dredging or compaction of

sediments

Nutrient inactivation

Dilution/Flushing

Flow adjustment

Sediment exposure and dessication

Lake bottom sealing

In-lake sediment leaching

Shoreline modification

Riparian treatment of lake water

Selective discharge

III. Problem Treatment (directed at biological consequences of lake

condition)

A. Physical techniques (harvesting, water level fluctuations,

habitat manipulations)

B. Chemical (algicides, herbicides, pesticides)

c. Biological (predator-prey manipulations, pathological

reactions).

D. Mixing (aeration, mechanical pumps, lake bottom modification)

E. Aeration (add DO; e.g. hypolimnetic aeration)

-65-



FIGURE V-27 CONCEPTUALIZATION OF PHOSPHORUS BUDGET
MODELING (LORENZEN ET AL,. 1976)

yields the coupled differential equations:

Cw =

c~ =

M=

v .

Vs =

A=

Q=

‘1 =

‘2 =

‘3 =

d&_ ~+ K#’c5 ‘lAcw CWQ— - — -—
dt-V V v v

(V-17)

dCs ‘lAcw ‘2ACS ‘1K3ACW (V-18)

—=~-~-~dt

average annual total phosphorus concentration in water column (g/m3)

total exchangeable phosphorus concentration in the sediments (g/m3)

total annual phosphorus loading (g/yr)

lake volume (m3)

sediment volume (m3)

lake surface area (m2) - sediment area (m2)

annual outflow (m3/yr)

specific rate of phosphorus transfer to the sediments (m/yr)

specific rate of phosphorus transfer from the sediments (m/yr)

fraction of total phosphorus input to sediment that is unavailable
for the exchange process
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When the differential equations relating water column phosphorus to the

various controlling phenomena are solved analytically, the following

equation results for steady-state water column phosphorus concentration:

or

c
W=*

(V-19)

(V-20)

where

Cw = steady-state water column phosphorus concentration in ppm

c.In = steady-state influent phosphorus concentration in ppm

The steady-state sediment phosphorus concentration is then given by:

CinKl(l - K3) (V-21)

CS = K2(1 + (KIK$}Q))

It is important to observe that these relationships are valid only for steady-

state conditions. Where phosphorus loading is changing with time, where sediment

deposition or physical characteristics are changing, or where there are long-term

changes in physical conditions, the steady-state solutions are not applicable.

Lorenzen applied the model to Lake Washington data and obtained very good

results.  With their data set, the most satisfactory coefficients had the following
values:

‘3

‘2

= 43m/yr

= 0.0014m/yr

= 0.5

It should be recognized, however, that this model is relatively untested and that

coefficient values for other impoundments will vary from those cited here.

A Comprehensive Example

Impoundment Water Column Phosphorus

What will be the steady-state concentration of phosphorus in the water

column of Lake Jones following diversion of flow? How will this affect algal

abundance?
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Lake Jones:

Area, A. 20miles2 = 5.6 x 108ft2 =5.2 x 107m2

Volume, V. 3.08 x 1011ft3 = 8.73 x 10gm3

Available Data (prior to diversion):

Inflows:

Mean Annual

Flow, cfs Mean P, mg/1

1. Janes River 75 .15

2. Jennies River 22 .07

3. Johns Creek 5 .21

4. Direct stormwater influx (nominal, may be disregarded)

The diversion, which is for irrigation purposes, has decreased the mean

annual inflow from Jennies River to 1 cfs with an average annual phosphorus

concentration of 0.01 mg/1. Additionally, there is a reduction of flow in Janes

River to 55 cfs. but the mean P concentration stays the same.

To apply the Vollenweider relationship, first to the prediversion status of

Lake Jones, compute qs:

i
q~=y

w

~ ,3x,09m3
i= “ -=168m

5.2x107mZ

Based upon the conceptualization (see Figure V-27), it is reasonable that the

coefficients interact. For example, Kl, the rate of phosphorus uptake by the

sediment must be related to the rate of phosphorus release by the sediment. The

model requires however, that the product KIK3 be constant. The value used by

Lorenzen, et al . was 21.6.  As they point out, the coefficients must satisfy

certain conditions, specifically those established by the derived equations.  The

equations are:

Cw= ~ (V-22)
Q+ KIK3A

and Cw
‘2—=

c~ (V-23)
KI(l-K3)

From (V-22)
M-QCW

‘1K3 =  CA
(V-24)

w
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Computation of Kl, therefore, requires a value for K3. This coefficient,

(K3) unfortunately, is usually unavailable. It represents the fraction of

phosphorus entering the sediment which is not returned to the water column.

Processes contributing to this phenomenon are burial caused by steady-state

sediment accumulation, and steady-state chemical precipitation of phosphorus,

such as with iron to form Fe3(P04)=  8H20 (vivianite). Lorenzen’s value for

Lake Washington was 50 percent. Because the fraction is likely to vary signifi-

cantly from system to system and because the coefficient is difficult to evaluate,

the planner is. advised to use 30 percent as the lower limit, 50 percent as a

probable value, and 70 percent as an upper limit for estimating sediment

phosphorus content. The water column concentration is independent of changes in

K3 because the product of KI and K3 is a constant.

(V-23) :

Using Equation (V-24), K3 uniquely defines K1. Then, from Equation

K2 = CWK1(l-K3)
Cs

K2 is therefore also defined by fixing K3, providing Cw and Cs are known.

[ )(

75ft3x o.15 mq +
M= —

) (–
22fP”x .07 mg +5ft3

Sec )!
~ -?l&

P, Sec t .Sec

~ 28.31g 3.16x107secxJ.3—x_
ft 1000 mg yr

M= 1.24x107gP/yr

~= (75+22+ 5)ft3 ~ 3.16x107sec = 3.22x10gft3 = 9.13x107m3
sec yr yr yr

Tw = 8.73x10g//9.13xlf)7m3yr-1  = 95.6yr

q~ = 168/95.6= J.76myr-”1

Compute phosphorus loading:

LP=~

Lp = 1.24X1OLI y r-l

5.2x107m2
= 0.24 gm-2yr-1
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Referring to Figure V-24 with q~ = 1.76 and Lp = 0.24,  one can see that this

lake may have eutrophication problems under pre-diversion conditions.

After the diversion,

=
‘w

Assuming the

q5 =

~ ,3 ~ ~09m3
= 125yr

6.98 x 107m3/yr

lake depth is not materially changed over the short term,

168/125 = 1.34%

For the new conditions,

M = 8.33 x 106 gPyr-l

Lp = 8.33x 106 g yr-1
s z x ~07m2 = .16 gP/m2yr

.

Now, according to the Vollenweider plot (Figure V-24), this is in the region

between “dangerous” and “permissible” - the mesotrophic region. Under the

new circumstances, algal blooms are less likely than before the flow diversions

were established, but blooms are by no means to be ruled out.

Turning now to an estimate of algal biomass under pre-diversion. conditions, we

must calculate the inlake concentration (P).

First, D = l/7w = 1/125 = 0.008; K = ~ = 0.09

Since our data are already in the loading form:

0.24 1=—
168 0.008+0.09

= 15mg/m3

Based on annual average chlorophyll a_,

chl a = o.37(P)0”7g—
chl a = 3.1 mg/m3—

Under post-diversion conditions,

0.16P=— 1 = 10mg/m3
168 0.008+0.09

chl a = 2.3mg/m3—
Note that these low levels of chlorophyll a almost certainly mean that the—
lake is oligotrophic to mesotrophic, and that the Vollenweider method suggests

worse conditions than may actually exist in this case (Table V-9).

Consequently, one might choose to use the Lorenzen model to evaluate KI

and K3 and determine whether the impoundment is at steady state with respect

to phosphorus levels in the water column and sediment. Generally, this is

the case where K1K3 lies in the range of 20 to 40. If KIK3 is outside of
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this range, field data should be obtained for current water column phosphorus.

Sediment volume, Vs Irrelevant for steady-state solution

Phosphorus (water column) .15 mg/l

K3 = 0.5

M-QCW

‘1= K3CWA

Cw = 0.15 mg/1 = .015 g/m3

Kl =
(

1.24xlo7gP - 9.13xlC7m3x ~o15

yr
+)/

m

(.5 ::?
.015

‘)
x5.2x1 m2 = 28.3 ;

m

55 = 44X0.5=14

This result, therefore, gives reason to suspect non steady-state conditions

for water column phosphorus. If more definitive answers are needed, additional

field data should be collected.

5.5 IMPOUNDMENT DISSOLVED OXYGEN

Organic substances introduced into an impoundment with inflowing water, falling

onto its surface, or generated in the water column itself through photosynthesis, may

be oxidized by indigenous biota. The process consumes oxygen which may, in turn, be

replenished through surface reaeration, photosynthetic activity, or dissolved oxygen

in inflowing water. The dynamic balance between DO consumption and replenishment

determines the net DO concentration at any point in time and at any location within

the water column.

These processes result in characteristic dissolved oxygen (DO) concentrations in

the water columns of stratified lakes and reservoirs (Figure V-28). During strati-

fication, typically during summer months, the DO is highest on the surface due to

photosynthesis and reaeration. It decreases through the thermocline and then, in the

hypolimnion, the DO decreases to zero in those lakes that have high organic matter

concentrations.

During spring, after turnover, when lakes are not stratified, the DO is essen-

tially uniform. However, in highly organic lakes benthic processes can already begin

to deplete oxygen from lower depths, as shown in Figure V-28.
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FIGURE V-28 TYPICAL PATTERNS
HYRUM RESERVOIR

OF DISSOLVED OXYGEN (DO) IN
(DRURY, HAL, 1975)

Essentially, the patterns result from processes that are restricted due to

incomplete mixing. The overall effects of such patterns as shown in Figure V-28, are

to restrict fishery habitat and create water quality problems for downstream users,

especially for deep water discharge.

BOO exertion is not the only sink for DO. Some important sources and sinks of

impoundment dissolved oxygen are listed below:

Sources Sinks

Photosynthesis Water Column BOD

Atmospheric reaeration Benthic BOO

Inflowing water Chemical oxidation

Rainwater Deoxygenation at surface

Plant and animal respiration

Many of the processes listed above have a complex nature. For example, the

atmospheric reaeration rate is dependent in part upon the near-surface velocity

gradient over depth. The gradient, in turn, is influenced by the magnitude, direc-
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tion, and duration of wind, as well as the depth and geometry of the impoundment.

Photosynthetic rates are affected by climatological conditions, types of cells

photosynthesizing, temperature, and a number of biochemical and biological factors.

Exertion of BOD is dependent upon the kind of substrate, temperature, dissolved

oxygen concentration, presence of toxicants, and dosing rate.

Despite this degree of complexity, a number of excellent models of varying

degrees of sophistication have been developed which include simulation of impoundment

dissolved oxygen.

5.5.1 Simulating Impoundment Dissolved Oxygen

Because an unstratified impoundment generally may be considered as a slow-moving

stream reach, only stratified impoundments are of interest here. For estimating DO

in unstratified impoundments, one should refer to the methods described in Chapter 4.

To understand the phenomena affecting dissolved oxygen in a stratified impound-

ment and to gain an appreciation of both the utility and limitations of the approach

presented later, it is useful to briefly examine a typical dissolved oxygen model.

Figure V-29 shows a geometric representation of a stratified impoundment. As indi-

cated in the diagram, the model segments the impoundment into horizontal layers.

Each horizontal layer is considered fully mixed at any point in time, and the model

advects and diffuses mass vertically into and out of each layer. The constituents

and interrelationships modeled are shown schematically in Figure V-30.

The phenomena usually taken into account in an impoundment DO model include:

l Vertical advection

l Vertical diffusion

@ Correction for element volume change

o Surface replenishment (reaeration)

@ BOD exertion utilizing oxygen

l Oxidation of ammonia

o Oxidation of nitrite

@ Oxidation of detritus

s Zooplankton respiration

o Algal growth (photosynthesis) and respiration

* DO contribution from inflowing water

c DO removal due to withdrawals.

Many of the processes are complex and calculations in detailed models involve

simultaneous solution of many cumbersome equations. Among the processes simulated

are zooplankton-phytoplankton interactions, the nitrogen cycle, and advection-

diffusion. Thus it is clear that a model which is comprehensive and potentially

capable of simulating DO in impoundments with good accuracy is not appropriate for

hand calculations. A large amount of data (coefficients, concentrations) are needed
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FIGURE V-29 GEOMETRIC REPRESENTATION OF A STRATIFIED
IMPOUNDMENT (FROM HEC, 1974)

to apply such a model, and solution is most easily done by computer. Furthermore,

some of the terms in the model equation of state do not improve prediction under some

circumstances. This is true, for example, where there are no withdrawals or in an

oligotrophic impoundment where chlorophyll a concentrations are very low.

Hand calculations must be based upon a greatly simplified model to be practical.

Since some DO-determining phenomena are more important than others, it is feasible to

develop such a model if some assumptions are made about the impoundment itself.

5.5.2 A Simplified Impoundment Dissolved Oxygen Model

For purposes of developing a model for hand calculations, the following assump-
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FIGURE V-30 QUALITY AND ECOLOGIC RELATIONSHIPS
(FROM HEC, 1974)

tions are made:

l The only condition where DO levels may become dangerously low is

in an impoundment hypolimnion and during warm weather.

c Prior to stratification, the impoundment is mixed. After strata

form, the epilimnion and hypolimnion are each fully mixed.

l Dissolved oxygen in the hypolimnion is depleted essentially through BOO

exertion. Significant BOD sources and sinks to the water column prior

to stratification are algal mortality, BOO settling, and outflows. A
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minor source is in fluent BOD. Following formation of strata, sources

and sinks of BOD are BOD settling out onto the bottom, water column BOD

at the time of stratification, and benthic BOD.

l Photosynthesis is unimportant in the hypolimnion as a source of DO.

@ Once stratification occurs (a thermocline gradient of l°C or greater per

meter of depth) no mixing of thermocline and hypolimnion waters occurs.

o BOD loading to the unstratified impoundment and to the hypolimnion

are in steady-state for the computation period.

5.5.2.1 Estimating a Steady-State BOD Load to the Impoundment

Equation V-25 is an expression to describe the rate of change of BOD concentra-

tion as a function of time:

where

c = the

ka = the

ks = the

dC k
E = a - ‘sic

- klC - ~ (V-25)

concentration of BOD in the water column in mgl-l

mean rate of BOO loading from all sources in mgl-l day-l

mean rate of BOO settling out onto the impoundment bottom in

day-l

kl = the mean rate of decay of water colunm BOD in day-l

Q = mean export flow rate in liters day ‘1

V = impoundment volume in liters.

Integrating Equation V-25 gives:

(ka + kbco)q
(kbt) - k

a
Ct = ‘b

where

Ct = concentration of BOD at time t

co = initial concentration of BOD

kb = -ks -kl -;

To estimate the steady-state

where

loading of BOD, we set dc/dt = O and obtain:

ka
c =-—
Ss ‘b

cSs = steady-state water column BOD.

Thus Equation V-27 may be used to estimate a steady-state water column

(V-26)

(V-27)

BOD concentra-

tion and Equation V-26 may be used to compute BOD as a function of time, initial

concentration of BOD, and the various rates.
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5.5.2.2 Rates of Carbonaceous and Nitrogenous Demands

The rate of exertion of BOO and therefore the value of kl is dependent

upon a number of physical, chemical, and biological factors. Among these are

temperature, numbers and kinds of microorganisms, dissolved oxygen concentration,

and the kind of organic substance involved. Nearly all of the biochemical oxygen

demand in impoundments is related to decaying plant and animal matter. All such

material consists essentially of carbohydrates, fats, and proteins along with a vast

number of minor constituents. Some of these are rapidly utilized by bacteria, for

example, the

slowly.

Much of

(cellulose,

on the other

and proteins

simple sugars, while some, such as the cellulose, are metabolized

the decaying matter in impoundments is carbonaceous. Carbohydrates

sugars, starches) and fats are essentially devoid of nitrogen. Proteins,

hand, are high in nitrogen (weight of carbon/ weight of nitrogen = 6)

therefore represent both carbonaceous and nitrogenous demands.

The rate of exertion of carbonaceous and nitrogenous demands differ. Figure

V-31, which shows the difference graphically and as a function of time and tempera-

ture, may be considered to represent the system response to a slug dose of mixed

carbonaceous and nitrogenous demands. In each two-section curve, especially where

concentrated carbonaceous wastes are present, the carbonaceous demand is exerted

first, and this represents the first stage of deoxygenation. Then nitrifiers increase

in numbers and ammonia is oxidized through nitrite and ultimately to nitrate. This

later phase is called the second phase of deoxygenation.

BOD decay (either nitrogenous or carbonaceous alone) may be represented by first

order kinetics. That is, the rate of oxidation is directly proportional to the

amount of material remaining at time t:

dC
E= -kc

(V-28)

The rate constant, k, is a function of temperature, bacterial types and numbers,

composition and structure of the substrate, presence of nutrients and toxicants, and

a number of other factors. The value of the first stage constant kl was first

determined by Phelps in 1909 for sewage filter samples. The value was 0.1 (Camp,

1968) . More recent data show that at 20°C, the value can range from 0.01 for slowly

metabolized industrial waste organics to 0.3 for relatively fresh sewage (Camp,

1968).

The typical effect of temperature on organic reactions is to double reaction

rates for each temperature rise of 15”C. The relationship for correcting kl for

temperature is:
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FIGURE V-31 RATE OF BOD EXERTION AT DIFFERENT TEMPERATURES
SHOWING THE FIRST AND SECOND DEOXYGENATION
STAGES

(V-29)‘L(T) = ‘I,(200C) e(T-2@

where

T = the temperature of reaction
e = correction constant = 1.047.

However, Thereault has used a value for90f 1.02, while Moore calculated values

of 1.045 and 1.065 for two sewages and 1.025 for river water (Camp, 1968).

Streeter has determined the rate of the vitrification or second deoxygenation

stage in polluted streams. At 20”C, kl for vitrification is about 0.03 (Camp,

1968) . Mobre found the value to be .06 at 20°C and .035 at 10”C (Camp, 1968). For

purposes of this analysis, BOD exertion will be characterized as simple first order

decay using a single rate constant.

Benthic demand, which is important in later computations, may vary over a

wide range because in addition to the variability due to the chemical nature of

the benthic matter, rates of oxidation are limited by upward diffusion rates of

oxidizable substances through pores in the benthos. Since the nature of the sediment

is highly variable, benthic oxygen demand rates vary more than values for kl in the

water column. In a study using sludges through which oxygenated water was passed,

initial rates of demand ranged from 1.02 g/m2 day (see Table V-n) for a sludge

depth of 1.42 croup to 4.6g g/m2 day for a sludge depth of 10.2 cm (Camp, 1968).
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TABLE V-11

OXYGEN DEMAND OF BOTTOM DEPOSITS
(AFTER CAMP, 1968)

Initial Area Demand

Benthic Initial
initial day-1

Depth Volume of-2 -2 Demand

(mean) cm Solids, kqm
L (gm ) am-2day

-1 ‘4(20° C)

10.2 3.77 739 4.65 .0027

4.75 1.38 426 3.09 .0031

2.55 0.513 227 1.70 .0032

1.42 0.188 142 1.08 .0033

1.42 0.188 134 1.02 .0033

In that study, the values found were for initial demand since the sludge was not

replenished. The rate per centimeter of sludge depth, then, can vary from a low of

0.46 g/m2 day for 10.2 centimeter depth sludge up to 0.76 g/m2 day for 1.42

centimeter depth sludge.

The constant loading rate (ka) used in Equation V-25 is best estimated

from historical data. Alternatively, inflow loading (see Chapter IV) and algal

productivity estimates (this chapter) may be used. In the latter case, a value

must be adopted for the proportion of algal biomass ultimately exerted as BOD.

To a first approximation, ka may be estimated using this value and adopting

some percentage of maximal primary productivity (see Figure V-25). Thus:

where

‘a(algae) =

s =

M =

P =

ka(algae) = SMP X 10-3/D

algal contribution to BOD loading rate

stoichiometric conversion from algal biomass as carbon to

BOD = 2.67

proportion of algal biomass expressed as an oxygen demand

(unitless)

Primary production in mgCm-2day-1.

(V-30)

The difference between algal biomass and the parameter M representing the

proportion of algal biomass exerted as BOD may be conceptualized as accounting for

such phenomena as incorporation of algal

the impoundment or is harvested, loss of

biomass into fish tissue which either leaves

carbon to the atmosphere as CH4, and loss
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due to outflows.

The settling rate coefficient, ks in Equation V-25 must be estimated for

the individual case. It represents the rate at which dead plant and animal matter

(detritus) settles out of the water column prior to oxidation. Clearly, this co-

efficient is sensitive to the composition and physical characteristics of suspended

matter and the turbulence of the system. Quiescence and large particle sizes in the

organic fraction will tend to give high values for ks while turbulence and small

organic fraction particle sizes will give small values for ks.

5.5.2.3 Estimating a Pre-Stratification Steady-State Dissolved Oxygen Level

Prior to stratification, the impoundment is assumed to be fully mixed. One of

the important factors leading to this condition is wind stress, which also serves to

reaerate the water. As a rule, unless an impoundment acts as a receiving body for

large amounts of nutrients and/or organic loading, dissolved oxygen levels are likely

to be near saturation during this period (D.J. Smith, pers. comm., November, 1976).

Table V-12 shows saturation dissolved oxygen levels for fresh and saline waters as a

function of temperature and chloride concentrations, and DO levels may be estimated

accordingly.

The hypolimnetic saturation dissolved oxygen concentration is determined

by using the average (or median) temperature for the hypolimnion as determined

during the period of interest throughout the depth of the hypolimnion. Informa-

tion on the hypolimnion is obtained using the procedures described in Section

5.2. For example, hypolimnetic water at the onset of stratification might be

4-5*c and during the critical summer months be 10°C. The value 10”C should be

used having a saturation DO of 11.3 mg/1.

Most lakes are near sea level (<2000 ft elevation) and are relatively fresh

(<2000mg TDS/l). For lakes that do not meet these criteria, corrections for atmos-

pheric pressure differences and salting out due to salinity might be needed. Pressure

effects can be approximated by using a ratio of barometric pressure (B) for the

elevation of interest and sea level (BSTP) as follows:

e.g. B at 4600 ft elevation,

B 640
—=%’

in mm Hg,
BSTP

= 0.84

DOsat at 10”C = 0.84x 11.3

= 9.5mg/l.

Chloride is an estimator of dilutions of sea water in fresh water where 20000

mg Chloride/l is equivalent to 35000 mg salt (TDS/l), that is, typical ocean water.
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TABLE V-12

VOLUBILITY OF OXYGEN IN WATER (STANDARD METHODS, 1971)

Chloride Concentration in Water - mg/l

Temp. Sea
0 5,000 10,000 15,000 Water Difference

in per 100 mg
°C Dissolved Oxygen - mg/l Chloride

o
1
2
3
4
5

6
7
8
9

10

11
12
13
14
15

16
17
18
19
20

21
22
23
24
25

26
27
28
29
30

31
32
33
34
35

14.6
14.2
13.8
13.5
13.1
12.8

12.5
12.2
11.9
11.6
11.3

11.1
10.8
10.6
10.4
10.2

10.0
9.7
9.5
9.4
9.2

9.0
8.8
8.7
8.5
8.4

8.2
8.1
7.9
7.8
7.6

7.5
7.4
7.3
7.2
7.1

13.8
13.4
13.1
12.7
12.4
12.1

11.8
11.5
11.2
11.0
10.7

10.5
10.3
10.1
9.9
9.7

9.5
9.3
9.1
8.9
8.7

8.6
8.4
8.3
8.1
8.0

7.8
7.7
7.5
7.4
7.3

13.0
12.6
12.3
12.0
11.7
11.4

11.1
10.9
10.6
10.4
10.1

9.9
9.7
9.5
9.3
9.1

9.0
8.8
8.6
8.5
8.3

8.1
8.0
7.9
7.7
7.6

7.4
7.3
7.1
7.0
6.9

12.1
11.8
11.5
11.2
11.0
10.7

10.5
10.2
10.0
9.8
9.6

9.4
9.2
9.0
8.8
8.6

8.5
8.3
8.2
8.0
7.9

7.7
7.6
7.4
7.3
7.2

7.0
6.9
6.8
6.6
6.5

11.3
11.0
10.8
10.5
10.3
10.0

9.8
9.6
9.4
9.2
9.0

8.8
8.6
8.5
8.3
8.1

8.0
7.8
7.7
7.6
7.4

7.3
7.1
7.0
6.9
6.7

6.6
6.5
6.4
6.3
6.1

0.017
0.016
0.015
0.015
0.014
0.014

0.014
0.013
0.013
0.012
0.012

0.011
0.011
0.011
0.010
0.010

0.010
0.010
0.009
0.009
0,009

0.009
0.008
0.008
0.008
0.008

0.008
0.008
0.008
0.008
0.008
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5.5.2.4 Estimating Hypolimnion DO Levels

The final step in use of this model is preparation of a DO-versus-time plot for

the hypolimnion (or at least estimation of DO at incipient overturn) and estimation

of 600 and phosphorus loadings which result in acceptable hypolimnion DO levels. An

equation to compute DO at any point in time during the period of stratification

is:

g= -klC-k4L/D
dt

(V-31)

where

o = dissolved oxygen in ppm

kq = benthic decay rate in day-l

L = areal BOD load in gin-2

D = depth in m.

The second term in the equation requires that an estimate be made of the magni-

tude of BOD loading in benthic deposits. To do this within the present framework, it

is assumed that BOD settles out throughout the period of stratification. Although

many different assumptions have been made concerning benthic BOD decay, it was

assumed that benthic demand was a function of BOD settling and the rate of benthic

BOD decay. This BOD includes that generated in the system by algal growth and that

which enters in tributaries and waste discharges. Based upon the rate of settling

used earlier in estimating a steady-state BOD concentration (Equation V-25) and rate

of decay for conditions prior to stratification, the rate of benthic matter accumula-

tion is:

dL— =  ksCssD-k4L
dt

(V-32)

where

cSs = concentration of BOD in the water column in gin-3 at steady-state.

The assumption of steady-state BOD concentration reduces Equation V.32 to the

same form as Equation V-25 and integration gives:

L _ (ksDCss-k4Lo)e-k4t-ksDCss
t- -kq

(V-33)

For steady-state deposition (dL/dt = O, DksCss = constant):

ksCssD
LSS = kq

(V-34)
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where

LSs = steady-state benthic BOD load in gin-2.

Application of Equation V-34 with ks and k4 appropriately chosen for the

month or two preceding stratification will give an estimate of the benthic BOD load

upon stratification. Application of Equation

water column BOD (steady-state) loading rates

After strata form, benthic matter decays

decays and settles. The change in L over the

dL—= -k4L +
dt

Since

and

V-33 gives the response of L to different

and changes in rate coefficients.

while hypolimnion water column BOD

period of stratification is:

DksC (V-35)

dC—= -ksC -klC = -(kl+ks)C
dt

Ct = Co e-(kl + ks)t

dL—. -k4L + Dk~Coe-(kl  + ks)t
dt

then

e-k4t -

()

OksCo (-ks-kl)t
e

‘s+kl-k4

(V-36)

(V-37)

(V-38)

(V-39)

Water column BOD in the hypolimnion is given by Equation V-36 and the integrated

form is Equation V-37.

Note that k~, the settling coefficient is equal to vs/Dwhere vs is the

settling velocity of the BOD, and D is the depth of the hypolimnion (or when the

impoundment is unstratified, D is the depth of the entire impoundment). Also note

that we usually assume that the DO is at saturation at the onset of stratification.

Thus we can ignore the assumptions and calculations (Equation V-32 to V-34) done for

periods prior to onset.

The equation presented earlier (Equat

g= -klC-k4L/D
dt

ion V-31) for hypolimnion DO was:
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Equation V-31 is not integrable in its present form, but since L and C are defined

functions of t (Equations V-39 and V-37 respectively), it is possible to determine

dissolved oxygen in the water column. The equation for oxygen at time t is:

as

‘t = 00 - AOL - AOC (V-40)

where

Ot = dissolved oxygen at time t

00 = dissolved oxygen at time t = O

AOL = dissolved oxygen decrease due to benthic demand

Aoc = dissolved oxygen decrease due to hypolimnion BOD.

From Equation V-39, and using Lss as Lo and Css as Co:

(

L
AOL= -&

k::’~4)t-<k4t)- (k~t’~4)(*)t-<(kJkl)t)  (V-41)

and from Equation V-37:

Solution of Equation V-40 g

as a function of time.

‘Icss
‘*C = ,,+ks (

,-e-(kl+ks)t
)

(V-42)

ives an estimated DO concentration in the hypolimnion

To compute equation V-40, a simpler form of equation V-41 can be derived by

substituting as follows:
ks~Cs~D

since Lss =
,4 ‘

‘OL ‘(J3J?w-ck4t) -

To simplify computations, the following stepwise solutions can be made:

~ = ksCss
ks+kl-kq

B = ks+kl
‘4

(v-43)

C = l-e -k4t

E = I-e-(Ks+kl)t

F = ‘1%s
~
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then

q=++

AOC=EOF

5.5.3 Temperature Corrections

All reactions are computed on the basis of the optimum temperature, but the

environment is often at different temperatures. Some rate coefficients for chemical

and biological reactions vary with temperature. A simple correction for such rate

coefficients to 20°C is as follows:

KT = KT20x 1.047 (T- 200c)
For example, if a rate at 20°C - 0.01 and the lake is at 10°C, then:

(lo - 20)
‘T = 0.01 x 1.047

‘T = 0.00632.

Generally the following optima are used:

‘1 - first order decay rate for water column BOO,

use 20”C

‘4 - benthic BOD decay, use 20”C
P - productivity rate, use 30”C.

In the screening methods we do not have to correct for temperature except in the

oxygen calculation for the rate coefficients, Kl, K4, P and in the toxics

section (5.6) for the biodegradation rate coefficients.

Quiet Lake

(Comprehensive Example)

Quiet Lake is located a few miles south of Colton, New York. The lake

is roughly circular in plan view (Figure V-32) and receives inflows from three

tributaries. There is one natural outlet from the lake and one withdrawal used

for quarrying purposes.

The first step in evaluation of lake hypolimnion DO levels is physical

and water quality data collection. Table V-13 shows characteristics of Quiet

Lake, Table V-14 shows tributary discharge data along with withdrawal and outflow

levels, and Table V-15 provides precipitation and runoff information.

In order to evaluate hypolimnion DO as a function of time, the very first

question to be answered is, does the impoundment stratify? If so, what are the
beginning and ending dates of the stratified period, how deep is the upper surface
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FIGURE V-32 QUIET LAKE AND ENVIRONS
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TABLE V-13

CHARACTERISTICS OF QUIET LAKE

Length (in direction of flow) 3.5 miles = 18,480 ft.

Width 4.0 miles = 21,120 ft.

Mean Depth 22 ft.

Maximum Depth 27 ft.

Water Column P 0,014<P<.032.—

TABLE V-14

WATER QUALITY AND FLOW DATA FOR TRIBUTARIES TO QUIET LAKE.
DATA REPRESENT MEAN FIGURES FOR 1970-1975.

Swift River (Station 1, above Quiet Lake)

Month Mean Flow, cfs Total N Total P BOD
ppm

October

November

December

January

February

March

April

May

June

July

August

September

54

38

10

5

2

8

40

55

85

150

70

85

2.2

4.?

5.3

6.1

5.0

4.3

3.3

2.1

2.8

2.9

1.0

2.4

0.2

0.08

0.10

0.20

0.15

0.08

0.04

0.02

0.02

0.02

0.02

0.03

3

4

6

12

10

12

10

8

4

2

1

1

-87-



TABLE V-14 (Continued)

First Creek (Station 5)

Month Mean Flow, cfs Total N Total P BOD
ppm

October 5 1.0 .01 0.5
November 3 2.0 .01 1.0
December 2 0.5 .02 1.5

January 2 1.2 .01 1.0

February 3 1.3 .02 0.8

March 4 2.3 .01 0.6
Apri1 6 2.0 .01 0.5

May 8 1.8 .02 0.6

June 10 1.6 .01 0.8

July 8 1.4 .01 0.8
August 6 1.5 .00 1.0
September 4 0.8 .00 1.2

Second Creek (Station 4)

Month Mean Flow, cfs Total N Total P BOD
ppm

October

November

December

January

February

March

April

May

June

July

August

September

14.0

13.0

12.5

5.0

1.2

2.0

2.5

4.0

8.0

12.0

8.0

5.5

15

16

10

9

12

13

8

6

5

7

6

8

.15

.08

.20

.15

.12

.10

.11

.07

.08

.20

.22

.25

7

8

10

7

7

6

7

9

12

3

4

8
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TABLE V-14 (Continued)

Swift River (Stations 2 and 3) and Pumped Withdrawal

Pumped Mean Monthly Flow, cfs
Month Withdrawal, cfs Station 2 Station 3

October

November

December

January

February

March

April

May

June

July

August

September

22.6

22.0

3.5

1.2

0.8

0.4

12.0

24.0

30.7

89.5

29.8

43.9

69.5

50.0

20.0

7.5

1.2

9.1

44.5

63.2

100.0

168.5

80.6

91,3

77.0

55.0

22.0

9.0

1.4

10.1

48.75

69.5

110.0

184.8

88.5

100.25

Notes: All three tributaries have their headwaters within the shed.

The net inflow-outflow to the groundwater is known to be close to

zero in the two creeks. Swift River is usually about 10% effluent over
its entire length (10% of flow comes into the river from the

groundwater table).

of the hypolimnion, and what is its volume, and what is the distribution of

hypolimnion mean temperatures during the period? To answer these questions,

either use field observation data, or apply some computation technique such as

that presented earlier in this section. Assuming that methods presented earlier

are used, the selection of appropriate thermal profile curves hinges around three

factors. These are:

l Climate and location

l Hydraulic residence time

l Impoundment geometry.

-89-



TABLE V-15

PRECIPITATION AND RUNOFF DATA FOR QUIET LAKE WATERSHED.
VALUES ARE MEANS OF DATA COLLECTED FROM BOTH STATIONS
(SEE FIGURE V- 31). THE WATERSHED HAS AN AREA OF 55
SQUARE MILES INCLUDING THAT OF THE LAKE

Mean Total
Monthly Precipi- Runoff Quality
tation, inches Total N Total P BOD

ppm

October 3.0 6.0 0.1 27

November 2.4 6.5 0.2 37
December 1.0 4.0 0.1 46

January 0.5 3.0 0.008 34

February 0.3 1.0 0.07 33

March 0.6 1.5 0.1 30

April 2.0 2.5 0.15 40

May 2.8 3.2 0.25 50

June 4.2 3.6 0.20 40

July 7.6 7.0 0.40 37

August 3.5 7.8 0.60 45

September 4.2 9.2 0.80 50

Total 32.1

Note:  Infiltration to the water table on a monthly basis accounts for roughly 30%

of precipitation volume.

In terms of climate and location, the Quiet Lake area is similar to Burlington,

Vermont.  Examination of the Burlington plots from Appendix D reveals that a

20-foot maximum depth impoundment can stratify in an area shielded from the wind.

The area surrounding Quiet Lake does provide good shielding, so the next task is
to estimate the hydraulic residence time to select a specific set of plots.

Inspection of all Burlington plots indicates that stratification is likely to

occur at most from May to August. Accordingly, for purposes of plot selection, we

are most interested in a mean hydraulic residence time based on flows in the
period from about March to August. Since hydraulic residence time (Tw) is

given by tw = V/Q, we compute mean Q (~). ~ represents the
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average of tributary inflows during this period, computed as follows:

v=
8+40+55+85+150+70 +4+6+8+10+8+6+

(Swift6River) (First6Creek)
2+2.5+4+8+12+8

(Seconj Creek)

= 68 + 7 + 6.08 = 81.1 cfs

However, in order to fully account for mass transport as well as properly estimate

hydraulic residence time, one more factor should be considered. This is non-point

inflow. At this point, we have enough information to estimate the stormwater

contribution directly to Quiet Lake. In view of the available data, the computa-

tion is as follows:

Qs= APK(l-L)–
(i~$i(’-rf)

where

Q~ = stormwater or non-point inflow in cfs (excluding rivers and

creeks)

A = area of shed in square miles

n = number of tributaries

Qi = monthly mean pickup (in cfs) in the ith tributary

P = monthly total precipitation,  in inches per month

Ii = percent (expressed as a decimal) of flow contributed

by exfiltration (from the water table into the channel)

L = the proportion of precipitation lost by infiltration into the

as a decimal)

= 0.895 ft3mo mi-2in-lsec-1.

for October is:

soil (expressed

K = unit correction

As an example, the computation

(?. = 55mi2x 3.0~ ft3moX 0.896 9 x (1-0.3) -‘s mo miLin sec

( )
54(1-0.1) + 5(1-0.0)  + 14(1-0.0) + (77-69.5)(1-0.1) = 29.1 cfs

Now, since we know the pumped withdrawal rates as well as the difference between

flows at stations 2 and the sum of 1, 4, and 5, and that the impoundment surface

is at steady-state over the mouth, we also can estimate the

from the lake into the groundwater.  The infiltration rate

net infiltration rate

Net efflux

s (again, for October):

- Q2+QS-QW= Q(sta-16~ ~ J j] 1
= 73.o . . - 22.6 = 10.Ocfs

Note that the pickup in each channel above Quiet Lake is equal to the flow

at the pertinent sampling station. This is the case because the three channels
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have their headwaters within the watershed. If one were concerned about a subshed

with tributary headwaters above the subshed boundary, the difference in Q between

each of stations 1, 4, and 5 and the respective flows at the upstream subshed

boundary would be used.

To estimate hydraulic residence time add the mean stormwater contribution

over the months of interest to that of the tributaries, as computed earlier.

The individual stormwater computations are not shown. The method is as just

described.

6.6 + 20.7 + 29.4 +41.4 + 92.5 + 36.6
Qtotal = 81.1 + 6 = 119 Cfs

Then the hydraulic residence time is given by:

Tw = V/Q ~mr2D/Q

r=[~x5280]

where

L = length of the lake in mi

W = width of the lake in mi

D = mean depth in ft

r = radius in ft.
.

[ 1

L
Tw = 3.14 x ~X 5280 X 22/119

= 5.69 x 107 sec = 658days

Accordingly, the infinite hydraulic residence time plots for a 20-foot deep,

wind-protected, Burlington, Vermont, impoundment should suffice. Note that

the entire impoundment volume was used in the above computation. Strictly,

one should use the epilimnion volume during stratification. In this case,

such a change would not alter selection of the plots because Tw would still be

greater than 200 days. A reproduction of the appropriate plot from Appendix D is

presented in Figure V-33. As indicated, Quiet Lake is likely to be weakly strati-

fied from May to August inclusive, with a thermocline temperature gradient of

about loft-l. The hypolimnion should extend downward to the bottom from a

depth of about 3-1/2 meters, giving a mean hypolimnion depth of:

22 ft
‘H = -3.5m= .3.2 meters

3..29 ft m-l
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FIGURE V-33 THERMAL PROFILE PLOTS FOR USE IN QUIET LAKE EXAMPLE

-93-



The approximate hypolimnion volume, then, is:

‘H
‘H = x ‘Total

‘Total

=* 11
‘H 6.7mx ‘“gx’o ‘=

9.2x1010L

Over the period of interest, the hypolimnion mean temperature distribution

is:

Mean
Month Temperature, °C

March 2.0

April 5.5

May 9.5

June 12.5

July 14.0

August 15.5

The next step in use of the DO model is to determine a steady-state or

mean water column BOD loading (ka) and DO level prior to stratification.

This is a multi-step process because of the several BOD sources. The sources are

tributaries, runoff, and primary productivity. First, we estimate algal produc-

tivity using methods of this chapter (or better, field data).

Using the curve in Figure V-26 and phosphorus data from Table V-14, the

maximal primary productivity should be in the range 1,400 mg Cm-2day -1

-1to l,900mgCm-2day  . To convert to loading in mgl ‘lday-l, divide by

‘3X 6.7m).
-1

(1000 lm This gives the loading as 0.21 to 0.28 mgl-lday .

Now assuming that maximal productivity occurs at about 30°C and that produc-

tivity rates obey the same temperature rule as BOD decay, temperature-adjusted

estimates of productivity rates can be made. Using the maximal rate range of 0.21

to ().28mgl-lday-1, the adjusted rates are:

(0.21, 0.28) x 1.047(3=75-30)Productivity =

= (.06,.08) mgl-l day-l

Then, according to Equation V-30 and assuming M = 1, ka due to algae is

estimated by:

= 2.67 x (.06, .08) = (.16, .21) mgl-lday
-1

‘a(algae)
The next contributor to water column BOD is BOD loading of inflowing waters.

The value to be computed is the loading in milligrams per liter of impoundment

water per day:
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where

(

n Li

Daily BOD loading rate = .X x diQi,j Ci j
)/

V; dk
i=] j=l Y k=l

n = the number of time periods of measurement

V = volume of impoundment in liters
d = the number of days per time period

L = the number of inflows.
For all inflows, the value is therefore approximately:

‘a(Trib) = (2185 + 48.3 + 643.9 + 14240) x 2.45 x 106X
1.9:1011

(Swift (First (Second (Storm (Units (Impound-
River) Creek) Creek) water Conversion) ment

Runoff) Volume)

= 0.22 mgl-lday-1

Now, summing the two contributions:

ka=k a (algae) + ‘a(Trib)
ka = (.16, .21) + .22 = (.38, .43) mgl-lday-l

The value of k, will be assumed as 0.1 at 20°C with (3 in Equation

(V-29) equal to 1.047. Then at 3.75°C:

kl(3.750c) ‘kl(20”c)
x 1,047(3.75-20)

= .1 x 1.047(-16”25)  =0.047

‘ow ‘(discharge) (mean for March and April) and V are known, with:

‘(discharge) = 26.8 (Swift

then

c Ss

For further

“,
+ 6.2 (pumped

~ 9X ~olll.

River, Station 2)

withdrawal) x 28.321 = 9351 see-1
ft 3

.38, .43

= (0.3+. 047+ (935/1.9x 1011)) ““94’ 5“58

computations, Css = 5.25 will be assumed.

Since ks has been defined as .03, a steady-state areal concentration

of benthic BOD prior to stratification can be estimated. lf ‘4(20”C) =

.003 and Css = 5.25, using Equation (V-34):

L
ksCssD

Ss =
k4(3.75”c)

k4(3.750c) = .003x1.047(3075-20)
= .0014
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L .03x 5.25 X 6.7
Ss = .0014

= 754 gin-2

The next step in evaluating hypolimnion DO depression is to estimate pre-
stratification DO levels. If we assume saturation at the mean temperature

in April (5.5°C), the dissolved oxygen concentration at onset of strata should be

about 12.7 (from Table V-12).

Now we have all values needed to plot hypolimnion DO versus time using

Equations V-40 through V-42.

Using

Lo =

co =

‘1 =

ks =

‘4 =
t =

and applying

AOC =

AOC =

L Ss
c

OYX1.047(9”5-20) = .062, (T = 9.5°C for May)

0.03

.oo3xl.047(9”5-20)  = .002

5 days

Equation V-42:

‘Icss

(
,-e-(kl+ks)t

‘l+ks )

0.062x5.25

( )

,-e-(0.062+0.03)5  s , so
0.062x0.03

.

then, according to Equation V-41:

then from Equation V-40:

ot = 00 -AOC-AOL

05 = 12.7 - 1.30 - 2.35 = 9.05
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Solving the same equations with increasing t gives the data in Table V-16.

If it has been necessary to develop more data for the remainder of the stratified

period, appropriately updated coefficients might be used starting at the beginning

of each month.

TABLE V-16

DO SAG CURVE FOR QUIET LAKE HYPOLIMNION

Date AOL AOC ‘t

t = 0 0 0 12.70

5/5 2.35 1.30 9.05

5/10 4.68 2.13 5.89

5/15 6.99 2.65 3.06

5/20 9.22 2.98 0.50

5/25 11.54 3.18 0.00

Finally, if it is desired to evaluate the impact of altered BOD or phosphorus

loadings, the user must go back to

and properly modify the loadings.

5.6 TOXIC CHEMICAL SUBSTANCES

Although reasonably accurate and

the appropriate step in the evaluation process

precise methods have been prepared for screening

only a few of the many priority pollutants (Hudson and Porcella, 1981), a reasonable

approach for assessing priority pollutants in lakes based on the methods presented in

Chapter 2 can be made if certain assumptions are made:

l The major processes affecting the fate and transport of toxicants

in aquatic ecosystems are known

l That reasonable safety factors are incorporated by making reasonable

most case analyses

o Because it is a screening approach, prioritization can be done to

identify significant constituents, lakes where human health or ecological

problems can realistically be expected, and processes which might

require detailed study.

The major processes affecting toxicants are listed in Table V-17. The primary

measure of the impact of a toxic chemical in a lake depends on its concentration in

the water column. Thus, these screening methods are primarily directed at fate and
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TABLE V-17

SIGNIFICANT PROCESSES AFFECTING
TOXIC SUBSTANCES IN AQUATIC ECOSYSTEMS

Processes Rate Coefficient Symbol, time-l

Physical-Chemical Processes

Sorption and sedimentation SED

Volatilization kv

Hydrolysis kh

Photolysis kp

Oxidation not assessed

Precipitation not assessed

Biological Processes

Biodegradation B
Bioconcentration BCF (unitless)

transport of toxic chemicals. A secondary target is the concentration in aquatic

biota, principally fish. Because of the complexity of various routes of exposure and

bioaccumulation processes, the approach of bioconcentration is used to identify

compounds likely to accumulate in fish. These can be applied to lakes using the

following method:

l A fate model is used that incorporates sediment transport, sorption,

partitioning, and sedimentation

* Significant processes include the kinetic effects of sedimentation,

volatilization and biodegradation
o Significant biochemical processes can affect the fate of a toxic chemical

as well as affect biota, such, as, bioaccumulation, biodegradation, and

toxicity

Q In keeping with the conservative approach of the toxics screening

methodology, some important processes are neglected for simplicity;

for example, lake stratification, photolysis, oxidation, hydrolysis,

coagulation-flocculation, and precipitation are neglected. Also,

it is assumed that the organic matter is associated with inorganic

particles and therefore organic matter settles with the inorganic

particles.

Generally the toxic chemical concentrations are calculated conservatively,

that is, higher concentrations are calculated than would occur in nature because of
the assumptions that are made. The water column concentrations are calculated as the
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primary focus of the screening method. Then bioconcentration is estimated, based on

water concentration. To determine concentration and bioaccumulation, point and

nonpoint source loadings of the chemicals being studied are needed. Other data

(hydrology, sediments, morphology) are obtained from the problems previously done in

earlier chapters or sections of this chapter. The person doing the screening would

have to compile or calculate such data.

Occasionally, such information must be estimated based on production, use, and

discharge data. Information on chemical and physical properties is important to

determine the significance of these estimates.

5.6.1 Overall Processes

Several processes affecting distribution of toxic chemicals are more significant

than others. Equilibrium aquatic processes include suspended sediment sorption of

chemicals. Organics in sediments can have a significant effect on chemical sorption.

Hydrolysis and acid-base equilibria can alter sorption equilibria. Volatilization is

an equilibrium process that tends to remove toxic chemicals from aquatic ecosystems.

Removal processes include settling of toxics sorbed on sediments, volatilization, and

biodegradation. Chemical reactions for hydrolysis and photolysis are included and

precipitation and redox reactions could be included if refinement of the method were

desired. Generally, bioaccumulation will be neglected as a removal process.

These removal processes are treated as first-order reactions that are simply

combined for a toxicant (C, mg/l) to give:

dC/dt = -K x C

where

K = SED+B+kv+kP+kh

SED = sedimentation rate, toxicant at equilibrium with sediments

kv = volatilization rate
B = biodegradation rate

kp = photolysis rate

‘h = hydrolysis rate.

(V-44)

This equation is analogous to the BOD decay rate equation used in the hypolimnetic

DO screening method.

The input of toxic chemical substances is computed simply (refer to Figure

V-23):

K=$xc c
dt in-~w

where

(v-45)

c. = the concentration in the inflow (tributary or discharge);

f~~w (Q), volume of reservoir (V) and time (t) are as defined previously.
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At steady state, accounting for inflow (Q*Cin) and outflow (Q•C), and

using Q/V = l/Tw:

dC 1
Z’:w (Cin - c) -Kx C=O

and solving:

c = cin/(l + Tw x K)

(V-46)

(V-47)

To determine the concentration at any time during a non-steady state condition

(assuming Cin is a constant):

c.
.+ (1 - e ‘ft/Tw) + co e-ft/Twc (V-48)

where
f = 1 + Twx K

co = reservoir concentration at t = O.

5.6.1.1 Sorption and Sedimentation

Suspended sediment sorption is treated as an equilibrium reaction which includes

partitioning between water (Cw) and the sediment organic phases (Cs). The

concentration sorbed on sediment can be computed as follows:

c~
—= a x Kp XS
c

(V-49)

where

C = the total ’concentration (Cw + Cs), mg/1

S = input suspended organic sediment = OC x So, mg/1

OC = fraction of organic carbon.

So = input of suspended sediment, mg/1

K = distribution coefficient between organic sediment and water
P
a = fraction of pollutant in solution

= 1/(1 + (Kp x S)).

If Kp is large, essentially all of the compound will be sorbed onto the sediments.

Note that S and C must be estimated or otherwise obtained.

The organic matter content of suspended sediment and the lipid volubility

of the compound are important factors for certain organic chemicals. Other sorption

can be ignored for screening. A simple linear expression can be used to calculate

the sediment partition coefficient (Kp) based on the organic sediment carbon

concentration (OC) and the octanol-water coefficient (kow) for the chemical:
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kp = 0.63 (kow) (OC)
The sedimentation rate (SED) of a toxic chemical is computed as follows:

SED = a x D x K
P

(V-50)

where

D = P x S x Q/V, sedimentation rate constant

P = sediment trapping efficiency

Q/V = I/Tw

5.6.1.2 Biodegradation

The biodegradation rate (B) is obtained from the literature or is computed as

follows:

B=-~CAt
(V-51)

Modification to the rate can be made for nutrient limitation using phosphorus

(Cp) as the limiting nutrient:

B (0.0277)CP
B limited =

1 + 0.177 x c
P

(V-52)

Temperature correction can be performed using the following equation:

B(T) = B(20°C) x 1.072(T-20) (V-53)

Previous exposure to the pollutant is important for most toxic organic compounds.

Higher rates of degradation occur in environments with frequent or longterm loading

(discharges, nonpoint sources, frequent spills) than infrequent loadings (one-time

spills). In pristine areas, rates of one to two orders of magnitude less should be

used.

It is assumed that the suspended sediment decay rate is the same as aqueous

phase decay. Also benthic decay is disregarded because bottom sediment release may

be negligible.

5.6.1.3 Volatilization

Many organics are not volatile so this process is applied only to those which

are. It is assumed that the mass flux of volatile organics is directly proportional

to the concentration difference between the actual concentration and the concentra-

tion at equilibrium with the atmosphere. The latter can be neglected in lakes.
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Also, only the most volatile are assessed.

Thus:

dc=
dt -kvx C (V-54)

where

kv = volatilization rate constant, hr -1

The rate coefficient is derived from the 2 resistance model for the liquid-gas

interface, but it can be estimated using correlation with the oxygen reaeration

coefficient (based on Zison et al., 1978):

k = Ka (Dw/Do) (V-55)

and estimate (Dw/Do) = (32/mw)l/2

and the surface film thickness, SFT = (200-60 l (w ) x 10-6
and Kal = Do/SFT

Ka = Kal/ZB

where

Ka = reaeration rate, hr-l

Dw = pollutant diffusivity in water

Do = diffusivity of oxygen in water (2.1 x 10-gm2/see,  20°C)

mw = pollutant molecular weight

w = wind speed, m/sec

7 = mean depth, m. .
The volatilization rate coefficient (kv, hr-i) is determined by kv = Ka x k where k

is obtained from literature values or computed as above

corrected for temperature (kvt) even though temperature

effect:

k k X 1.024(T-20)Vt=v

5.6.1.4 Hydrolysis

(-o).’ The rate should be
has only a relatively small

(V-56)

Not all compounds hydrolyze and those that do can be divided into three groups:

acid catalyzed, neutral, and base catalyzed reactants. A pseudo first-order hydrolysis

constant (kh) is estimated for the hydrolysis of the compound:

dc=-k
dt hoc (V-57)

The rate constant (kh) is pH dependent and varies as discussed in Chapter 2.

The typical pH of the lake for the appropriate season should be obtained for the
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necessary calculations. Generally, the pH is a common measurement and is available

for most lakes. If not, pH values for most open lakes lie

estimated based on the following empirical values based on

Hardness
(or Alkalinity)

acid lakes <25

neutral lakes 25 - 75

hard water lakes 75 - 200

eutrophic and alkaline lakes 0 - 300

Median values on a range of values can be used to evaluate

hydrolysis as a factor affecting the fate of compounds.

5.6.1.5 Photolysis

between 6-9 and can be

Hutchinson, (1957):

pH

6 - 6.5

6.5 - 7.5

7.5 - 8.5

8.0 - 10.0

the significance of

Generally, photolysis is a reaction between ultraviolet light (UV, 260 to 380 nm

is most important) and photosensitive chemicals. Not all compounds are subject to

photolysis nor does UV light penetrate significantly in turbid lakes. In the absence

of turbidity data, light transmission can be estimated by seasonally averaged Secchi

disk readings according to the following equation:

ln (ISD/Io) = -ke(SD) - in 0.1 = -2.3
ke = 2.3/SD

where

ke = the extinction coefficient

SD = the Secchi depth in meters

(ISD/Io = 0.1) = relative intensity based on Hutchinson (1957).

Photolysis for appropriate chemicals (discussed in detail in Chapter 2) depends

on a first order rate constant (kp) incorporating environmental variables (solar

irradiance, Io) and chemical variables (quantum yield, $, and absorbance, E).

Turbidity effects are included as estimated as above since turbidity data are generally

not available. These values are incorporated into the rate constant and the concen-

tration reduced as described in Chapter 2:

dC = -kpC
x

where

kr = f (Io, $, E, ke, ~)

(V-58)

and

kr
k
P = Fz
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where

kr = photolysis rate constant uncorrected for depth and turbidity

of the lake.

Depth (Z) is generally applied only to the photic zone; mean depth (Z)

is an appropriate measure

zone.

since it approximates the mixed depth and the photic

5.6.1.6 Bioconcentration

Bioconcentration is a complex subject that depends on many variables. The

simplest approach has been developed for organic compounds using the octanol-water

coefficient (kow) to calculate tissue concentrations (Y):

Y = BCF x C, g/kg fresh weight of fish flesh (V-59)
where

BCF = Bioconcentration factor

log BCF = 0.75 log kow - 0.23

(The coefficients for the equation (0.75, - 0.23) are median estimates obtained

from correlation equations and are default values for occasions where no other data

are available.)

5.6.2 Guidelines for Toxics Screening

Generally metals do not biodegrade nor volatilize. However, pH, hardness,

alkalinity and other ions are very important and can cause their removal by precipi-

tation. The conservative approach is taken here and metals are calculated without

removal (K = O).

Organics may have variable sorption, volatilization, and biodegradation rates.

If data are available in the literature, these should be used. Otherwise, a conserva-

tive approach should be used and calculations made without removal (K = O). For

chlorinated (and other halogens) compounds or refractory compounds, biodegradation

should be assumed to be zero.

Estimating Trichloroethylene and Pyrene

Concentrations in an Impoundment

An impoundment with a single tributary is located in a windy valley.

The following conditions are known for E.G. Lake:

Mean tributary flow rate = 3.6 x 104m3/hour

Total volume = 1.1 x 108m3 
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Mean depth = 11 m

Tributary average sediment load = 200 mg/l

Sediment average organic carbon content = .05

Inlet average pyrene concentration = 50#g/1

Inlet average trichloroethylene concentration = 100~g/1

Lake average phosphorus concentration = 50 ug/1

Mean water temperature = 15°C

Mean wind speed = 6 m/see (35 mph)

Secchi depth = 1 m

Determine the steady state concentrateion of pyrene and trichloroethylene in the

lake, assuming V max for the sediment (mostly clay) is 3.2 x 10-5 feet/second.

The trapping efficiency is obtained from Figure V-34.

Other data Pyrene Trichloroethylene

kow 148000 190

B 1X10-4

kv 0.45xKa

The processes of photolysis and hydrolysis can be neglected because turbidity

prevents photolysis (SD = 1 meter) and these compounds have negligible hydrolysis

(see Chapter 2).

We use the summary equation V-47 for the analysis:

C = Gin/(l +T l K)

The hydraulic residence time of E.G. Lake is:

‘w = 1.1 x 108m3/(3.6x  104m3/hr)

= 3048 hours

= 127 days

= .349 year

= 1.1 x 106 seconds

Sedimentation

First, the suspended sediment concentration in E.G. Lake must be estimated.

The trapping efficiency of the impoundment is estimated from Figure V-34.

Data:

V max = 5 x 10-6 fps

= 1.1 x 106 sec‘w
D1 = 11 m = 36.1 ft

A value of 101”95 is obtained which yields:

P= 90 = 0.9

log 10
-5.30

6.04

1.56
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FIGURE V-34 NomogRAPH FOR ESTIMATIng SEDIMENT TRAP EFFICIENCY
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In the inflowing stream, the toxicants are assumed to be at equilibrium

with the organic matter. Thus:

S = OC X SO = .05 x 200 x 10-6 = 1 X 10-5 kg/l

Therefore, for pyrene:

K = 0.63 x 148000 x 0.05 = 4660
P
a = 1/(1 + 4660 x 1 x 10) = 0.955

Cs
T = 0.955 x 4660 x 1 x 10-5 = 0.044

and

SED = a x D x Kp

D = P x S x Q/V
D = 0.9 x 200 x 10-6 & hours

D = 5.91 x 10-8 hour

SED = .955 x 5.91 x 10-8X 4660

SED = 2.63 x 10-4 hr-l

For trichloroethylene:

K =.63x190x1x.05=6
P
=1/(l+6xlx10-5)=1

&= 1x6x1x10-5
c =6x 10-5*0

and

SED = 1X5.91X10-8X6

SED = 3.54 x 10-7 hr-l

Biodegradation

Assume that the presence of trichloroethylene does not affect the

biodegradation of pyrene. Trichloroethylene does not biodegrade. The

temperature corrected and nutrient limited rate constant for microbial decay

of pyrene are:

Bo = 1. x 10-4 hr-l

B = .0277x 50/ (1 + .0277x 50)

= .58

B(15) = .58x 1. X 11)-4X 1.072(15-20)

Volati1ization=4”1 x10
‘5 hr-l

The reaeration coefficient for E.G. Lake will be estimated for trichloro-

Kal

ethylene only, because pyrene does not volatilize:

= 2.1 x 10-9 / (200 - 60 x 61’2) 10-6

= 3.96 x 10-5 m/sec

= .143 m/hr
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Ka = (.143 m/hr) / ll m = .013 hr-1

For trichloroethylene (TCE):
1/2

kv = CMM(TCE)/MW((12)]  . Ka = .45x .013= .0058 hr-1

When adjusted for temperature:

kv = .o058x 1.0Z4(15-20)
= .0052 hr-l

Volatilization for pyrene may be neglected.

Pollutant Mass Balance

The overall decay rate constants are:

Pyrene: K = 2.63 x 10-4 +

= .000304 hr-l

Trichloroethylene: K = 3.54 x 10-7 +

= .0052 hr-l

Using the steady state equation:

C = tin/ (1 + Twto

For Pyrene:

K=SED+B+kv

4.1 x 10-5

0 + 0.0051

C = 50Pg/1 / (1 + 3048 hr x .000304 hr-l)

C = 27Pg/1

Note: WQC for human health is 0.0028vg/l  at 10-6 Risk (FR:

11/28/80 p. 79339).

For Trichloroethylene:

c = 100kg/1 / (1 + 3048 hr x .0052 hr-l)

= 5.9pg/l

Note: WQC for human health

p. 79341)

Tissue burdens (Y) can be cal

Y = BCF x C

where

is 2.7pg/l at 10-6 Risk (FR: 11/28/80

culated:

log BCF = .75 log kow - 0.23

For Pyrene:

= 120000 pg/kg fish flesh

For Trichloroethylene:

Comentsy
= 30 x 6 = 180 Vg/kg fish flesh

Several conclusions are apparent from this analysis:

l Certain processes dominate the overall fate for a specific toxic
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chemical so that, practically speaking, errors in estimating coeffic-

ients are negligible except for the important processes. After

identifying the important processes, the coefficients can be varied

to determine the range of concentrations. For example, sedimentation

of trichloroethylene can be ignored; however, volatilization should

be studied.

o The more stringent Water Quality Criteria are for toxicants that have

significant bioconcentration; e.g. compare pyrene to trichloroethylene

o Volatilization of trichloroethylene would be investigated in detail

since this process might not be significant in this lake because of

its depth. Also, the physical properties are important; e.g.

trichloroethylene has a specific gravity of about 1.5. Thus, it may

accumulate on the bottom of the reservoir and remain there unless it

is completely dispersed.

l Based on this analysis, sources of pyrene would be assessed first,

then trichloroethylene.

o What other observations can you draw from this analysis?

5.7 APPLICATION OF METHODS AND EXAMPLE PROBLEM

This chapter has presented several approaches to evaluation of five impoundment

problem areas. These are thermal stratification, sediment accumulation, eutrophica-

tion, hypolimnion DO/BOD, and toxic chemicals. Figure V-35 shows how the different

approaches are linked together with their data needs. In studying any or all of the

potential problem areas in an impoundment, the user should first define the potential

problems as clearly as he can. Often the nature of a problem will change entirely

when its various facets are carefully described and examined en masse.

Once the decision is made that an aspect of impoundment water quality should be

evaluated and the problem is clearly stated, the user should examine available

solution techniques presented both in this document and elsewhere. The examination

should address the questions of applicability, degree of accuracy, and need for data.

The user will generally know what funds are available for data collection as well as

the likelihood of procuring the needed data from previously developed bases. Also,

the decision concerning needed accuracy rests with the user, and he should make

decisions based upon the way in which his results will be used.

Once appropriate methods have been selected, the next task is to set down

the data and to manipulate it according to computational requirements. Data are best

displayed first in tabular form and then plotted in some meaningful way. Careful

tabulation of data and graphing can themselves sometimes provide a solution to a
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FIGURE V-35 GENERALIZED SCHEMATIC OF LAKE COMPUTATIONS

problem, negating need for further analysis. To illustrate these steps, a compre-

hensive application to a river basin system was performed in this section.

5.7.1 The Occoquan Reservoir

The Occoquan River basin in Virginia was used to demonstrate the screening

approach. A basin map is shown in Figure V-36. Because the Occoquan Reservoir

is a public drinking water supply downstream from metropolitan areas, water quality

data were available to compare to the screening method’s outputs.
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5.7.2

FIGURE V-36 THE OCCOQUAN RIVER BASIN

Stratification

Occoquan Reservoir is about 32 km southwest of Washington, D.C. and has

the following morphometric characteristics:

Volume, m3 = 3.71 x 107

Surface area, m2 = 7.01 x 106

Maximum depth, m = 7.1 (Occoquan Dam)

Mean depth, m = 5.29

Based upon the above geometry and the thermal plots, determine whether the

lake will stratify, the thickness of the epilimnion and the hypolimnion, the depth to

the thermocline, and the interval and starting and ending date of stratification.

Also note the temperature of the hypolimnion at the onset of stratification.

Predicting the extent of shielding from the wind requires use of topographic

maps. The reservoir is situated among hills that rise 25 meters or more above the
lake surface within 200 meters of the shore. The relief provides little access for

wind to the lake surface. Average annual wind speeds are 15.6 km/hr in Washington,

D.C. and 12.6 km/hr in Richmond, VA. Inflow comes essentially from two creeks, the
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Occoquan River and Bull Run River (Figure V-35).

First, determine needed information and then do metric/English conversions

as necessary.

The first step in assessing impoundment water quality is to determine whether

the impoundment thermally stratifies. This requires knowledge of local climate,

impoundment geometry, and inflow rates. Using this information, thermal plots likely

to reflect conditions in the prototype are selected from Appendix D.

For the thermal plots to realistically describe the thermal behavior of the

prototype, the plots must be selected for a locale climatically similar to that of

the area under study. Because the Occoquan Reservoir is within 32 kilometers of

Washington, D.C., the Washington thermal plots (Appendix D) should best reflect the

climatic conditions of the Occoquan watershed.

The second criterion for selecting a set of thermal plots is the degree of

wind stress on the reservoir. This is determined by evaluating the amount of pro-

tection from wind afforded the reservoir and estimating the intensity of the local

winds. Table V-2 shows annual wind speed frequency distribution for Washington, D.C.

and Richmond, Virginia. The data suggest that winds in the Occoquan area are of

moderate intensity.

Predicting the extent of shielding from the wind requires use of topographic

maps. The reservoir is situated among hills that rise 25 meters or more above

the lake surface within 200 meters of the shore. The relief provides little access

for wind to the lake surface. The combination of shielding and moderate winds

implies that low wind stress plots are appropriate.

The geometry of the reservoir is the third criterion used in the selection

of thermal plots. Geometric data for the Occoquan Reservoir are summarized in

the problem. The volume, surface area, and maximum depth are all nearly midway

between the parameter values used in the 40-foot and 75-foot maximum-depth plots.

However, the mean depth is much closer to the mean depth of the 40-foot plot.

The mean depth represents the ratio of the volume of the impoundment to its

surface area. Because the volume and surface area are proportional to the thermal

capacity and heat transfer rates respectively, the mean depth should be useful in

characterizing the thermal response of the impoundment. It follows that the 40-foot

thermal profiles should match the temperatures in the Occoquan Reservoir more closely

than the 75-foot profiles. However, it is desirable to use both plots in order to

bracket the actual temperature.

Flow data provide the final information needed to determine which thermal

plots should be used. The inflow from the two tributaries adds up to be 20.09
3m /sec.
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The hydraulic residence time can be estimated by using the expression:

v
T 3.71 x 107 m3=—.

Q
= 21.4 daysw

20.09
~3
=X 86400 Eday

Since the residence time is midway between the thermal plot parameter values of

10 and 30 days, both should be used to bracket the mean hydraulic residence time in

the prototype. It should be noted that these flow estimates do not include runoff

from the area immediately around the lake. However, the upstream Occoquan watershed

is large enough relative to the immediate runoff and direct precipitation to justify

the assumption that the contribution of the immediate area is not significant.

The likelihood that the Occoquan Reservoir thermally stratifies can now be

evaluated. For a hydraulic residence time of ten days, the thermal plots show

that stratification is not likely for maximum depths of 40 to 75 feet. In the

case of a 30-day hydraulic residence time, the profiles suggest that the reservoir

develops a thermal gradient between l°C m-l and 3°C m -1 for either value of

maximum impound depth. The 40-foot plots (Figure V-37) indicate stratification

occurs from May to August at 5-7 meters depth. However, the 75-foot plots predict

that the impoundment will have a thermal gradient greater than l°C m -1 only at
depths greater than 17 meters. Since the Occoquan Reservoir is 17.1 meters deep at

the deepest station, this suggests that the impoundment does not stratify.

The mean hydraulic residence time can be computed using either the average

annual flow rate or the flow rate just prior to stratification. In order to use the

latter method, the flow rate during the months of March and April should be computed.
-1The flow rate for this period, 25.4 m3 sec , reduces the hydraulic retention

time to 17 days. Since the model predicts no stratification for a ten-day residence

time, the judgment as to whether stratification occurs becomes difficult.

Because lower flows occur during the summer, the 30-day residence time, 40

foot depth and minimum mixing should be used. In borderline cases such as this, the

reservoir will almost certainly stratify during some part of the summer.

The temperatures predicted by the thermal plots match those actually measured in

the reservoir quite closely. A comparison of predicted and observed monthly mean

temperatures (1974-1976) in both the epilimnion and hypolimnion can be made using

observed data (Table V-18) and the plot of the 40 foot, 30 day residence time,

maximum mixing (Figure V-37). The difference between the two epilimnion temperatures

averages 1.O°C and varies between 0.2 and 1.8°C. The difference in the hypolimnion

temperatures averages l.O°C and ranges from 0.2 to 2.7°C.

The close agreement of the predicted and observed impoundment temperatures

probably results from the relatively long hydraulic residence times observed in

two of the three years on which the averages are based. In 1974, 1975, and 1976, the

mean hydraulic residence times were 31, 18, and 25 days, respectively. The 30-day
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FIGURE V-37 THERMAL PROFILE PLOTS FOR OCCOQUAN RESERVOIR
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TABLE V-18

COMPARISON OF MODELED THERMAL PROFILES TO
OBSERVED TEMPERATURES IN OCCOQUAN RESERVOIR

Epilimnion
Depth

Mean Epilimnion Temp., °C Mean Hypolimnion Temp., °C, (m)

Month 40-foot Plota Observedc 40-foot Plotb Observedc 40-foot Plotb

March

April

May

June

July

August

September

October

November

December

7

13.5

19

24

26

26

22

17

11

7

8.4

12.6

20.5

24.8

26.6

26.5

23,8

17.2

12.2

6.2

6

10

15

18

20

21

20

16

10

7

Source: Northern Virginia Planning District Commission.

6.3

9.2

14.4

17.2

21.2

23.7

20.2

15.8

11.6

5.8

January, 1979.

--

--

4.5

5.0

6.5

7

--

--

--

--

aMean temperatures in epilimnion from thermal plots with Tw = 30 days and a maximum
depth of 40 feet.

bMean temperatures in thermocline and hypolimnion from thermal plots with Tw = 30
days and a maximum depth of 40 feet.

cMeans of observed temperatures in “upper” and “lower” layers of Occoquan Reservoir for
1974-1976, at Sandy Run.

thermal plots should predict results relatively close to the two low-flow years. The

differences expected for 1975 would be less pronounced when averaged with the other

two.

In conclusion, Occoquan Reservoir does apparently stratify, the depth to

the thermocline or the epilimnion approximates the mean depth (5.29), the hypolimnion

has a depth of 11.8 m (17.1-5.3), and the interval of stratification approximates May

1 to mid September or 138 days. The hypolimnetic temperature is about 11 degrees C,

typically.

5.7.3 Sedimentation

To evaluate potential sedimentation problems, Appendix F is examined to see if

any data exist on the upstream reservoir (Jackson) or Occoquan Reservoir (Figure

V-36). Some data exist for Jackson but not for Occoquan Reservoir (Figure V-38 taken
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Figure V-38
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from Appendix F). Thus, we can determine the trapping of sediment in Jackson Reservoir

but trapping must be calculated for the Occoquan. To refine the analysis, calculations

on Jackson Reservoir will also be made and the results calibrated.

To apply the Stokes’ law approach to a reservoir, we need to know the loading

first. The necessary sediment loading estimates for the tributaries were provided by

the methods in Chapter 3 and are listed in Table V-19 (Dean et al., 1980) Before they

are used in further computations, a delivery factor must be applied to these values.

This factor (the sediment delivery ratio or SDR) accounts for the fact that not all

the sediment removed from the land surface actually reaches the watershed outlet.

Nonpoint loads from urban sources are presumed to enter the reservoir through Bull

Run River since most of the urbanized portion of the watershed lies in this sub-basin.

Computing the annual sediment load into Occoquan Reservoir is complicated

by the presence of Lake Jackson immediately upstream from the reservoir. The

trap efficiency must be computed for Lake Jackson as well in order to determine

the amount of sediment entering the Occoquan Reservoir from Lake Jackson. The

steps involved are to compute the sediment delivered (Table V-20), the size range,

the fraction trapped for each size range and the total amount trapped. A table has

been devised to simplify these steps (Table V-21).

Soil types provide an indication of the particle sizes in the basin under

study. Soils in the Occoquan basin are predominately silt loams. Particle size data

on the principal variety, Penn silt loam, are given in Table V-22. These data and

all calculations are transcribed into Table V-23.

Some effort can be conserved by first calculating the smallest particle size

that will be completely trapped in the impoundment. To do so, P, the trap efficiency,

must first be computed. Because both reservoirs are long and narrow and have rela-

tively small residence times, the flow will be assumed to approximate vertically

vmax ‘wP= ~,

where

mixed plug flow (Case B1). In this case, P is found from the expression:

D' = mean flowing layer depth, m.
To calculate the smallest particle that is trapped in the impoundment, P

is set equal to unity and the above equation is solved for

v
= D’ “ 1.0

max ‘w

This expression for Vmax is then substituted into the fall velocity equation

(Stokes' law), which in turn is solved for d:

vmax:
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TABLE V-19

ANNUAL SEDIMENT AND POLLUTANT LOADS IN OCCOQUAN

WATERSHED IN METRIC TONS PER YEARa

Kettle Cedar Broad Bull Occoquan Urban
Type of Load Run Run Run Run River Runoff

~Sediment 46,898

Total Nitrogen 164.46

Available Nitrogen 16.45

Total Phosphorus 39.01

Available
Phosphorus 2.18

BOD5 328.92

Rainfall Nitrogen 0.72

396,312 142,241 232,103

1,457.42 518.91 789.24

145.74 51.89 78.92

341.95 114.22 202.71

14.95 5.57 12.50

2,925.63 1,042.45 1,578.47

5.50 2.00 3.92

139,685 12,699

469.46 12.88

46.05 5.38

119.42 2.59

8.43 1.27

925.85 77.47

2.48 -

a Estimates provided by Midwest Research Institutes Nonpoint Source Calculator.
These values have not yet had a sediment delivery ratio (SDR) applied to
them. We will use 0.1 and 0.2 as lower and upper bounds. The SDR does not
apply to rainfall nitrogen,

Note: A large number of significant figures have been retained in these
values to ensure the accuracy of later calculations.

TABLE V-20

SEDIMENT LOADED INTO LAKE JACKSON,
1,000 Kg/Year

Sediment Delivered to
Tributaries Total Lake Jackson

to Available Case I
Lake Jackson Sediment (SDR=O.1) (SDR=0.2)

Case II

Kettle Run 46,898 4,690 9,380

Cedar Run 396,312 39,630 79,260

Broad Run 142,241 14,220 28,440

Total 58,540 117,080
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Table V-21
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TABLE V-22

PARTICLE SIZES IN PENN SILT LOAM

Particle Size % of Particles Smaller Than
(mm) (By Weight)

4.76 100

2.00 99

0.42 93

0.074 84

0.05 78

0.02 50

0.005 26

0.002 16

v=ma x

The resulting

4.8x 10@p- ‘w) ‘2 = D’
P <

expression is:

d ‘~ 4.8 ~ 106 (Dp - Dw~ . ~w

The trap efficiency of Lake Jackson is calculated first. The data required

for these calculations are:
= ~ 893X ~06m3v.

Q = 12.47 m3sec

TJ = 3.34 m

v = 1.11 (Assuming T = 16°C as in Occoquan Reservoir)

andT-v- 1.893 x 106m3 -= 1.76 days‘-~- ~~.~~ms. sec-lo
86400 sec “ day-l

The minimum particle size for 100 percent trapping is computed as:

d
i

= 3.34mx 1.11 = 5.14 x 10-4 cm
4.8 X 106 (2.66- 1.0) l 1.76
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Table V-23
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The amount trapped of each size fraction is computed separately for Case

B-1 from the equation:

VTmax wp=—
D’

For example, for size fraction 0.00035 cm:

‘=-=0046
A composite trapping efficiency can be obtained by determining the total percent

trapped (48822/58540 = 0.83).

The sediment accumulated in Lake Jackson for each size range is determined

from the expression:

‘t = p “ ‘i
where

P = trap efficiency

Si = sediment load from tributary i

St = sediment trapped.
For the two cases (I, II):

‘t = (0.1, 0.1) x 0.83 [46898 + 132241] metric tons/year
= (48822, 97644) metric tons/year.

Data obtained from Appendix F of the screening manual show that the estimated

rate of sedimentation in Lake Jackson is 56,153 metric tons/year. This indicates

that an SDR of 0.115 would be appropriate.

Bulk density (g/cc) includes the water that fills pore spaces in sediment

that has settled to the bottom and this must be accounted for when determining

volume lost due to sedimentation. Bulk density varies with particle size and

some approximate values for the size ranges for sand (0.005-0.2 cm), silt (0.0002-

0.005 cm), and clay (<0.0002 cm) are as follows: 2.56 for sand, 2.24 for silt and

1.28 for clay. Thus, using an SDR of .115, 24,750 m3 (or 1.3%) of reservoir

volume would be lost per year. In comparing to Appendix F data, we find that this

value is conservative. The loss of volume was estimated by the SCS to be 47.5 acre

feet/year while these calculations show only 20 acre feet/year being lost. The

estimated bulk density used by the SCS was 0.93 g/cc and we used a more conservative

value. If the SCS figure is used, the volume lost is determined to be 46.4 acre

feet/year.

Now we compute the

size that is completely

D’ = 5.29

P = 1.11 (T=

sedimentation in Occoquan Reservoir. The minimum particle

trapped is computed using the following values:

16°C = mean of Table V-18)
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Dw =

Dw =

T w=

2.66 g cm -3

1.0 g cm -3

21.4 days.

Under stratified conditions, the epilimnion thickness should be used for D’.

this case and the predicted average hypolimnionSince stratification is uncertain in

thickness, 5.75 m, is greater than the mean depth, the latter value will be used. All

particles with diameter, d, such that:

‘==66 .,.0,.2,.4 ““’’x’r’c”

will be completely trapped in the Occoquan Reservoir. Because this value is smaller

than the smallest size calculated for Lake Jackson (2 x 10-4 cm), our computations

are simple. We assumed that 84 percent of the sediment is totally trapped and the

remainder is trapped at an efficiency calculated for particle sizes of 0.0001 cm:

v =4.2 X 106(2.66 - 1.) (1 X 10-4)2
max 1.11

= 0.072 m/day

~ = ‘maxTw = 0.072 . 21.4 = o 29
D’ 5,29

The annual sediment trapped is:

‘t = p l ‘i

but corrections for sources and SDR must be made:

Si = SDR x sediment from each source.

Si = 13390 (Lake Jackson, already corrected for SDR) 0.115 (232103)

(Bull Run) + 0.115 (139685) (Occoquan River) + 12699 (Urban Runoff

Si = 68845 metric tons/year

Assuming the distribution of particle sizes for all sources are essentially the

same and accounting for the fractions (f) of material that are in the two different

size ranges:

Si = f~ ‘~ Si + f2 P2 Si

‘t = (0.84) (1.0)(68845) + (0.16)

‘t = 57830 ; 3194 = 61024 metric

The volume lost is -= 65620 m3/year or

5.7.4 Eutrophication

What would be the

instituting 90 percent

(0.29) (68845)

tons

0.2 percent per year of the reservoir volume.

consequences to eutrophication in Occoquan Reservoir of

phosphorus removal at the treatment plant? If, in addition to

-123-



phosphorus removal, nonpoint source (NPS) phosphorus was reduced by 90 percent by

instituting urban runoff and erosion control, green belts, and other NPS controls,

would an improvement in lake quality occur?

Several assumptions concerning pollutants in the Occoquan watershed-reservoir

system are necessary in order to calculate the desired annual loads:

o The unavailable phosphorus is adsorbed on sediment particles. Therefore,

of the unavailable forms coming into Lake Jackson, only the fraction (1

- Pc [Jackson]) is delivered to the Occoquan Reservoir; available P

gets through Jackson.

o All of the phosphorus and nitrogen from the sewage treatment plants

(STPs) is in available form.

o The output of STPs outside the Bull Run sub-basin is negligible compared

to that of the STPs in Bull Run. This is justified by the fact that

during the period: under study, the plants in Bull Run had a combined

capacity several times larger than the few plants outside the sub-basin.

o The problems of eutrophication depend on loading of phosphorus.

By applying these assumptions to the nonpoint source data in Tables V-19

and V-24 the total load of each pollutant type may be calculated (Table V-25).

The computation for the total annual phosphorus load in Occoquan Reservoir is

computed in the following paragraphs. First the quantity of total phosphorus

coming into the Occoquan Reservoir through Lake Jackson is calculated by:

TPJackson =(1-P cJackson) x [Total P - Available P] + Available P

The total phosphorus from Broad run, Cedar Run, and Kettle Run are summed and
the available phosphorus loads are subtracted to give the unavailable load. This

load is multiplied by the trap efficiency of the lake, Pc = 0.83, which yields

the unavailable load passing through. This value, plus the available load, is an

estimate of the total phosphorus entering Occoquan Reservoir from Lake Jackson. This

quantity is 103.24 metric tons yr ‘1 (Table

non-urban, nonpoint source loads from Bull

Reservoir (Table V-18):

‘NPNU = 202.71 + 119.42 + 103.24

= 425.37 metric tons yr -1

V-25). This value is added to the

Run and areas adjacent to the Occoquan

This quantity is modified by the sediment delivery ratio. The urban nonpoint

loads and STP (Table V-24) loads are added to complete the calculation:

TP = (0.115) (425) + 2.59+ 11.92

= 63.3 metric ton’s yr -1

Similarly the SDR was applied to nonpoint sources of nitrogen and BOD. The results

of load calculations are summarized in Table V-25.

The calculated annual total phosphorus and nitrogen loads (Table V-25) may
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TABLE V-24

SEWAGE TREATMENT PLANT POLLUTANT LOADS
IN BULL RUN SUB-BASIN IN METRIC TONS PER YEARa

Total Nitrogen Total Phosphorus BOD=

108.0 11.92 54.80

Source: Northern Virginia Planning District
Commission, March 1979.

aAverages for July 1974 - December 1977

TABLE V-25

CALCULATED ANNUAL POLLUTANT LOADS TO OCCOQUAN RESERVOIR

Metric Tons/Year

Load Source Total N Avail.N Total P Avail.P BOD~

Urban runoff

Sewage treatment

Rainfall

Other Nonpoint Source*

TOTAL

Nonpoint Source %

Point Source %

* Used SDR of 0.115.

12.88 5.38 2.59 1.27 77.47

108.00 108.00 11.92 11.92 54.80

14.62 14.62

391.00 39.10 48.83 2.65 802.00

526.50 167.10 63.34 15.84 934.27

80 35 81 25 94

20 65 19 75 6

be compared with the observed loads listed in Table V-26. The loads observed

are 1.5 to 6 times higher than highest calculated loads for nitrogen. Compari-

son of loadings (kg/ha year) with literature values suggest that Grizzard is most

accurate (Likens et al., 1977).

The first method of predicting algal growth is known as the Vollenweider

Relationship. In the graph of total phosphorus load (g m-zyr-l) versus mean
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TABLE V-26

OBSERVED ANNUAL POLLUTANT LOADS TO OCCOQUAN RESERVOIR

Mean Flowa
Rate Total Nitrogen Load Total Phosphorus Load

Period (m3 see-l) (metric tons year-l) (metric tons year-l)

10/74 - 9/75 24.7 805b nob

7/75 - 6/76 24.0 1905C 188C

7/76 - 6/77 10.4 4763C 454C

a Source: USGS Regional Office, Richmond, Virginia.

b Grizzard et al., 1977

c Northern Virginia Planning District Commission, March, 1979.
Data gathered by Occoquan Watershed Monitoring Laboratory.

depth (m) divided by hydraulic retention time (yrs) (see Figure V-24), areas can be

defined that roughly correspond to the nutritional state of the impoundment. For the

Occoquan Reservoir, the values of the parameters are:

Lp=(63.34) x 106q/Yr=g.04gm-2yr-1

7.01 x 106m2

~= 5.29 m
86 yr = 90myr-1

‘w ‘“05

According to the Vollenweider Relationship, Occoquan Reservoir is well into the

eutrophic region for loading of total phosphorus. Based on these predictions a more

in-depth study of the algal productivity seems to be in order.

Solving for the phosphorus concentration in this reservoir:

Lp 1
P=~ —=

z D+ti

P= 0.0805

9.04 gm-2yr-1

5.29m[(17.1+~)yr-1]

g/m 3. 80.5 vg/1.

Calculated and observed pollutant concentrations are listed in Table V-27.

The mean summer concentrations of phosphorus and nitrogen are closer to the concen-

trations calculated than would be expected on the basis of the comparison of annual

loads.
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TABLE V-27

CALCULATED AND OBSERVED MEAN ANNUAL POLLUTANT
CONCENTRATIONS IN OCCOQUAN RESERVOIR

Total Availablg Total
Nitrogenb Nitrogen Phosphorus
(g m-3) (g m-3) (g m-3)

Calculated (SDR = 0.115) 0.831 0.264 0.08

Observed Valuesa

Mean 0.88 0.16

Max. 1.50 0.24

Min. 0.35 0.10

0.08

0.12

0.04

a Assuming no removal processes for nitrogen.
b Averages for April-October between 1973 and 1977.

Source: Northern Virginia Planning District Commission,
March, 1979.

The ratio of nitrogen to phosphorus concentration in the reservoir can be used

to estimate which nutrient will limit the rate of plant growth. For the Occoquan

Reservoir, the N:P ratios are 10 to 1 for total N to total P. The calculated nutri-

ent ratios and the N:P ratio of the observed data (11.0) indicates that phosphorus is

probably growth limiting.

The available data also permits the estimation of the maximal primary production

Of algae from the Chiaudani and Vighi Curve (Figure V-26). The theoretical phosphorus

concentration should be about 0.08 g m according to calculations. The maximal

primary production of algae is found from Figure V-26 to be about 2500 mgC m-2

day-l. This level of algal production is roughly the maximum production shown on

the curve. Both this result and the Vollenweider Relationship suggest algal growth

will contribute significantly to the BOD load in the impoundment.

Effects of 90 percent P removal at treatment plant on TP loading:

M = 52.61 m ton/yr

S7.61 x lo ~i
6

L
= 7.01 x 10b %

qs =90m
Although improved, we conclude that loading is still too great according to figure

V-24.

Effects of 90 percent STP removal of TP pplus 90 percent NPS removal of TP:

yr-1

= 7.50 gm-2y-1
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M = 6.334 m ton/yr

L = 6.334x 106 -2 -1
P 7.01 x lop

=0.90gm y

This would move Occoquan Reservoir into the bottom of the mesotrophic range.

Lake concentrations of total P would be:

P =

P =

Although

phication, 90

d-+-%-w = 66.’ “g”

0.90
(5.19) “ (21.2J = 8pg/1

the screening method shows marked improvement in Occoquan eutro-

percent control of phosphorus NPS would be very expensive. Careful

analysis of assumptions made in the screening method and of control alternatives

would be necessary before proceeding to map such a control strategy. Moreover,

careful study of reservoir TP sources and sinks and of algal productivity would be

necessary. The screening method has served to illustrate the feasibility and

potential value of such further analysis.

5.7.5 Hypolimnetic DO Depletion

Excessive nutrient loading plus inputs of BODs suggest that DO problems in

the hypolimnion could result. We will use the data obtained in the first three

problems to determine the hypolimnetic DO. These data are summarized below.

All rate coefficients listed have already been corrected for temperature.

Physical/Biological
= ~ ~1 ~ ~06m2Area .

Volume = 3 ~~ ~ ~07m3

“3Q = 20.09m see-l = 1.74x

Depth to thermocline = 5.29

106m3 day-l

m (average depth)

Interval of stratification (May to mid-September) = 138 days

BOD loading = 934.27 106g . yr-l

Algal loading = 1800 mgCm -2 dayil

BOD concentration = 934.27 x 10 g/Yr = 0.069 mg/l
3.71 x 10m x 365days/yr

Temperature = 10°C

Rates and Input Values

M = 0.8 kl = 0.063 day-l

S = 2.67 k = 0.0378 day-1

P = 0.824 gC m-zday-l ‘4 = 0.0019 day-1

D = 5.29 m DOsat = 11.3 mg/l

T = 21.4 dayw t = 138
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The simplified model used to predict hypolimnion dissolved oxygen levels assumes

that the only substantial dissolved oxygen sinks are water column and benthic deposit

BOD (Section 5.5). Additionally, all sources of oxygen, photosynthesis, etc., are

neglected in the hypolimnion after the onset of stratification. Thus, the procedure

requires that pre-stratification levels of BOD and dissolved oxygen be estimated in

order to compute the post-stratification rates of oxygen disappearance. The pre-

stratification concentration of water column BOD is determined first. A simple mass

balance leads to the following relationship, if steady state conditions are assumed:

c
ka

ss=-~
b

where

where

c -1
Ss = steady state concentration of BOD in water column, mg/1

ka = mean rate of BOD loading from all sources g m ‘3 day-l
,

‘b ‘-ks-kl-+

ks = Vs/~ = mean rate of BOD settling out onto

impoundment bottom, day -1

-1
‘1 = mean rate of decay of water column BOD, day

Q = mean export flow rate, m3 day -1

V = impoundment volume, m3
Vs = settling velocity, m day -1

z = impoundment mean depth, m.

The BOD load to the impoundment originates in two principal sources: algal

growth and tributary loads. The algal BOD loading rate is computed from the expression:

ka(algae) = sMP/7

where

S = stoichiometric conversion from algal biomass as carbon to BOD =

2.67

M = proportion of algal biomass expressed as oxygen demand

P = algal primary production, g m‘2 day.

Since the Chiaudani and Vighi curve (Figure V-26) gives the maximal algal pro-

duction, a correction should be made for the actual epilimnion temperature. If the

maximal rate occurs at 30°C and the productivity decreases by half for each 15°C

decrease in temperature, the algal production can be corrected for temperature using

the expression:

x ~.047(T-300C)
‘(T)= ‘(30)

According to the data in Table 1, the epilimnion temperature during the month

prior to stratification is approximately 13°C. Thus:

‘(130) = (1.8) gC m-2 day-1 x 1.047 (130c-300c)
= 0.824 gC m-2day”1
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If M is assumed to be 0.8, then:

k = 2.67 x 0.8 x 0.824 gC m-2 day-1
a(algae) 5.293 m

= 0.333 g m-3 day-l

The BOD load borne

‘a(trib) =

=

=

The total BOD load

by tributaries is found by the expression:

Mean Daily BOD from Tributaries (Table V-18)
Impoundment Volume

034.27 x 106 g yr-l 1 yr
z II x ~07m3 x 365 days

.

0.069 g m-3 day

to Occoquan Reservoir is then:

ka = ka(algae) + ka (trib)

= 0.33 g m-3 day-1 + 0.069 g m‘3 day-l

= 0.402 g m-3 day-1

Before the water column BOD concentration can be computed, the constants

comprising kb must be evaluated. The first of these, ks, requires knowledge

of the settling velocities of BOD particles. Ideally these would be determined by

using values of the physical properties of the particles and the water in the settling

velocity equation, V-6. Because such data are lacking, a settling velocity of 0.2 m

day-l reported for detritus will be substituted. The reported values lie between

O and 2 meters day-l, with most values close to 0.2 m day ‘1 (Zison et al.,

1978). Then:

ks = 0.2 m day-1/5.29 m =0 .0378 day-1
The second constant comprising kb is the first-order decay rate constant for

water column BOD. Reported values of-kl vary widely depending on the degree of waste

treatement. Zison et al. (1978)1  presents data for rivers, but contains only two
-1values for kl in lakes and estuaries. Both are kl = 0.2 day . Camp (1968) reports

values from 0.01 for slowly metabolized industrial wastes to 0.3 for raw sewage.

Because there is considerable sewage discharge into the Occoquan Reservoir, k,

may be assumed to be in the upper range of these values, between 0.1 and 0.3 ~r 0.15
-1day . Like the algal production rate, kl must be corrected for the water

temperature. In April, the mean water temperature is about 11°C.

Then:

k = 0.095 day-l x 1.047 (ll”C-20”C)

= 0.063 day -1

Finally, kb is evaluated as follows:

‘b = -0.0378 day-1 - 0.063 day-l -&day~
.

= -0.148 day -1

Next, ka and kb may be substituted into the following equation to obtain Css.
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c
ka

Ss = ‘—
‘b

0.402=—=2.72gm-3
0.148

Once the water column BOD concentration is known, the benthic BOD is

computed from the expression:

L=
ks Css~

Ss
‘4

where
-1

‘4 = mean rate of benthic BOD decay, day

Values for the benthic BOD decay rate constant span a greater range than

those for water column BOD. Camp (1968), however, reports values of k4 very

near 0.003 day ‘1 for a range of benthic depth from 1.42 to 10.2 cm (Table

V-10). Assuming this to be a good value, a temperature-corrected value of k4

may be computed at an April hypolimnion temperature of 10°C (Table V-18):

k4 = 0.003 day-1 x 1.047(10-20)  = 0.0019 day-l

Then:

LSs =
.

Prior to

0.0378 day-1 x 2.72g M-3 x 5.29 m
0.0019 day-l

286 g m-z

stratification the impoundment is assumed to be fully mixed and

saturated with oxygen. During April, the hypolimnion temperature is 10°C. Saturated

water at this temperature contains 11.3 ppm oxygen (Table V-12).

Finally, the dissolved oxygen level in the hypolimnion may be predicted during

the period of stratification. The applicable expressions are:

A B C E B

AOL = (1.04) [(53.1) (0.231) - (1/53.1)]

AOL = 12.74

F E

AOC = (1.7) (1) = 1.7

‘t = 11.3 - 12.74 - 1.7

Therefore the hypolimnion is depleted of oxygen at the end of the stratification

period (138 days). By selecting different conditions for decay rates and for time of

stratification a family of curves was generated that can be compared with actual

observations (Figure V-39). As can be seen situations 3 and 4 (BOD decay of 0.3

later corrected for temperature and a total BOD loading of 0.36 or 0.57 g l m-3

day-l) gave a reasonable fit of observed data at the deepest station (Occoquan

Dam, 1973).
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Figure V-39
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Interpretation of the dissolved oxygen-time data at High Dam in 1970 presented

in Figure V-39 is complicated by the introduction of fresh oxygen after the onset of

stratification. Although a direct comparison of oxygen depletion times is not

possible, the rates of oxygen level follows curve 2 of Figure V-39 very closely,

while during the second period of oxygen consumption the oxygen concentrations

closely match those of curve 1. Since the reservoir is shallowest at High Dam and

the substantially lower than average flow rate in 1970 resulted in strongly stratified

conditions, the oxygen depletion rates in this case should be among the highest

likely to be observed in the impoundment. Curve 1 represents the fastest decay rates

predicted by the model. Thus, the observed oxygen consumption times should be

greater than the lower limit predicted by the model in nearly all cases.

The above agreement of the observed with the predicted limits for the range of

oxygen depletion times in Occoquan Reservoir implies that the typical or average time

must also fall within the predicted range. Since it was for “average” conditions

that the impoundment was modeled, it may be concluded that the model does accurately

describe the behavior of the Occoquan Reservoir.

5.7.6 Toxicants

It was not possible to obtain data on toxicants in Occoquan Reservoir. In

order to provide a problem with some realism, published data on a priority pollutant

in another reservoir were obtained. In Coral vine Reservoir, Iowa, commercial

fishing was banned in 1976 because of excessive accumulation of dieldrin residues in

flesh of commercially important bottom feeding fish (Schnoor, 1981). The dieldrin

arose from biodegraded aldrin, an insecticide in wide use along with dieldrin before

cancellation of registration of both pesticides by USEPA in 1975.

After 1976 there was steady diminution of dieldrin in the waters, fish, and

bottom sediments of Coralville Reservoir, until the late 1970's when dieldrin levels

in fish flesh declined to less than 0.3 mg/kg (Food & Drug Administration guideline).

In 1979, the fishing ban was rescinded.

Using the screening methods and data abstracted from Schnoor’s paper, the

potential dieldrin problem can be evaluated in Coralville Reservoir. Available

and back-calculated data include the following values:

Reservoir Dieldrin
T = 14 days = 336 hrs kow = 305000

Zw = 8 feet = 2.4 m koc = 35600

C = 0.05pg/l dieldrin volubility in fresh water ~ 200 ~g/1

OC = 0.05 (estimate)

So = 200pg/1  (estimate)

= 200 X 10-6 kg/kg

P = 0.9 (estimate)
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Assuming that conditions remained constant, the steady state concentration

of dieldrin can be computed using the approach described in Section 5.6 as follows:

c ‘cin/ (1 +Tw l k)
where

K =SED+B+kv+kp+kh

Evaluation of K depends on estimation of the separate rate constants. Informa-

tion in Chapter 2 and in Callahan, et al. (1977) indicate that the biodegradation

rate (B) in aquatic systems is extremely small. Similarly volatilization (kv) and

hydrolysis (kh) are negligible processes affecting the fate of dieldrin. Photoly-

sis (kp) can be significant in some circumstances but the high turbidity in

Coralville Reservoir indicates that minimal photolysis takes place. Consequently, K

~ SED. These assumptions are supported by Schnoor (1981).

Calculation of the sedimentation rate constant (SED) is as follows:

SED = axDxK

k
P

= 0.63 x kot x OC

= 0.63 x 305000 x 0.05

= 9610

D =PX50X4

D = 0.9 x 200 x 10-6x&= 5.36 x 10-6m-1

a = 1/ (1 +kpS)

s = OC x 50 = .05 x 200 X’10-6 = 1 x 10-5

a = 0.912 x 5.36 x 10-5 X 9610

= 0.0047 m-1

The steady state concentration of dieldrin in Coralville Reservoir is estimated

to be:

C = 0.05pg/l  (1 + (0.0047 hr-l x 336 hr))

C = 0.019 Pg/1

This value is much greater than the present fresh water quality criteria of 0.0023

dieldrin ~g/? (Federal Register: 79318-79379. Nov. 28, 1980) and would indicate a

serious potential problem in the reservoir that would require significant action and

study.

Evaluation of bioconcentration supports this conclusion:

Y = BCF x C

If the default estimate is used (Section 5.6.1.6):

log BCF = 0.75 log KOW - 0.23

= 3.88

BCF = 7642

Y = 7642 x 0.019 = 145pg/kg fish flesh
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This value would be less than the FDA guideline. However, two published BCF values

are available: 35600 from Chapter 2; 70000 from Schnoor (1981). These values

produce much higher tissue burdens, both

Y = 35600 x 0.019 = 676 p.g/kg

Y = 70000 x 0.019 = 1330pg/kg

In 1979, it is estimated that Cin =

Therefore, assuming other conditions are

C = 0.01/ (1 + (.0047 x 336))

= 0.0039 P-g/l

of which violate the FDA guideline:

0.01 (calculated from Schnoor, 1981).

constant:

A value about double the water quality criterion. Flesh concentration would be

(using BCF = 70000):

Y = 70000 x 0.0039 = 270 pg/kg

This value (0.27pg/kg)  would be less than the FDA guidelines of 0.3wg/kg and

support the conclusion to lift the fishing ban. Schnoor (1981) shows the following

measured data that can be compared to the screening results:

Screening

Measured

1970
FishWater

0.019 1300

0.015 1100

1979
Water Fish

0.04 270

0.005 250
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GLOSSARY OF TERMS

Significant variables are shown with typical units. Units must be compati-

ble or use conversion factors (Chapter 1). Note that some symbols are used for

more than one term.

A

a

B

B(T)

BCF

Bo

C

co

c

c:

Cs

Ct
Cw

Cw

c.In
cSs
Cti

cVol
D

D

D

D

D’
D,,

n

u

‘h
Di

Do

D

D:

Dw

d

d

Lake surface area, mz - sediment area, m 2

Fraction of pollutant in solution = l/(l+Kp x S)), unitless

Biodegradation rate, hr -1

Biodegradation rate, corrected for temperature T, hr-l

Bioconcentration factor, unitless

Initial microbial biodegradation rate, uncorrected for temperature

or nutrient concentration, hr -1

Reservoir concentration at time, t, mgl-l

Initial concentration, mgl -1

Concentration of phosphorus, p.gPl-l

Total exchangeable phosphorus concentration in the sediments, g m-3

Toxicant concentration sorbed on sediment, mg 1 -1

Concentration of BOD at time t, mg 1 -1

Concentration in water phase, mg 1 -1

Steady-state water column phosphorus concentration, mg 1 ‘1, gm-3

Steady state influent concentration, mg/l

Steady-state water column BOD, g m -3

Weight concentration

Volumetric concentration

Depth, m

Discharge channel depth, ft

Sedimentation rate constant = P x S x Q/V, mg l-lday-l

Dilution rate, day -1

Flowing layer depth, ft

Inflow channel depth, ft

Mean depth, m

Depth to thermocline, m

Mean hypolimnion depth, m

Depth at the ith cross-section, m

Diffusivity of oxygen in water (2.1x10-9m2 see-l, 20°C)

Weight density of a particle, lb ft -3

Weight density of water, lb ft-3, g cm -3

Pollutant diffusivity in water, m2 sec -1

Number of days per time period, days

Particle diameter, cm
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f

g

lSD
10

K

K

‘1

‘2

‘3

Ka

Ka ~

K
P

‘1

‘4
Ka

Ka(algae)
Ka(trib)

‘b
ke

‘h
k
P

kr

k~

kv

koc

kow

L

L

L: ~

M

M

MW

OC

AOC

AOL

1 + (Tw x K), unitless)

Acceleration due to gravity, 32.2 ft sec -2

Intensity of light at Secchi depth, relative units

Initial intensity of light at surface, relative units

Pollutant removal rate, = SED + B + kv+kp+kh, hr-l

Net rate of phosphorus removal, hr-1

Specific rate of phosphorus transfer to the sediments, m yr -1

Specific rate of phosphorus transfer from the sediments, myr -1

Fraction of total phosphorus input to sediment that is available

for the exchange process, unitless

Reaeration rate, hr -1

Reaeration coefficient, m hr -1

Distribution coefficient between organic sediment and water,

unitless

First order decay rate for water column BOO at 20°C, day -1

Benthic BOD decay rate at 20°C, day -1

Mean rate of BOD loading from all sources, g m‘3day-1

Algal contribution to BOD loading rate, g m‘3day-1

Tributary or point source contribution to BOD loading rate,

g m-3day -1

= -Ks -Kl -(l/TW), day-l

Extinction coefficient, m -1

Hydrolysis rate, hr -1

Photolysis rate, hr-l

Photolysis rate constant uncorrected for depth and

of the lake, m -1

Mean rate of BOD settling out onto the impoundment

day-l

Volatilization rate, hr -1

turbidity

bottom,

Organic carbon based partition coefficient, unitless

Octanol-water coefficient, unitless

Areal BOD load, gm-2

Phosphorus loading, g m-2Yr -1

Steady-state benthic BOD load, g m-2

Total annual phosphorus loading, g yr -1

Proportion of algal biomass expressed as an oxygen demand (unitless)

Molecular weight, g mole -1

Sediment organic carbon fraction, unitless

Dissolved oxygen decrease due to hypolimnion BOD, mg 1 -1

Dissolved oxygen decrease due to benthic demand, mg 1
-1
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00

0+

P
P

P

PI

QI

Q

r

S

S

Si

so

‘t
SD

SDR

SED

T
V

‘H
v~

v
max

W

Y

y
Z

7

P
P

P“

‘w

Dissolved oxygen at time t = O, mg l-L

Dissolved oxygen at time t, mg 1-1

Sediment trapping efficiency, unitless 1 > P > 0——
primary productivity rate, g Carbon m-2 day-l

Total phosphorus in the water column, mg m-3

Influent phosphorus, mg 1 -1

Mean annual inflow, m3 yr -1

Mean annual outflow, m3 yr-l

Hydraulic loading (~/Tw),myr -1

Reynolds number, unitless

Radius, ft

Stoichiometric conversion from algal biomass as carbon to BOD,

2.67, unitless

Input suspended organic sediment = OC x So, mg 1-1

Mass of sediment in inflow per unit time, mg 1 -1

Input of suspended sediment, mg 1-1

Sediment trapped, metric tons yr-1

Secchi depth, m

Sediment delivery ratio, unitless

Sorption and sedimentation rate (toxicant at equilibrium with

sediments), hr-1

Temperature, degrees centigrade

Lake or impoundment volume, m3

Hypolimnion volume, 1

Sediment volume, m3 .
Terminal velocity of a spherical particle, ft see-l

Wind speed, m sec -1 .
Tissue concentration of pollutant, g kg-l fish flesh

Number of years

Depth, m

Mean depth, m

Absolute viscosity of water, lb sec ft-2, g sec cm-2

Mass density of a particle, slugs ft-3

Mass density of water, slugs ft -3

Mean hydraulic residence time (V/Q), days
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CHAPTER 6

ESTUARIES

6.1 INTRODUCTION

6.1.1 General

Estuaries are of primary social, economic, and ecologic importance to America.

Forty-three of 110 of the Department of Commerce’s Standard Metropolitan Statistical

Areas are on estuaries (DeFalco, 1967). Estuaries are the terminal or transfer point

for essentially all waterborne national and international commerce in this country,

and biologically are more productive on a mass per unit area basis than any other

type of water body. Essentially all conservative wastes and much of the nonconserv-

ative wastes discharged into any inland stream in America eventually pass into an

estuary. Yet these coastal formations on which there is such a demand for services

are less stable geologically than any other formation found on the continent (Schubel,

1971). Sedimentation processes, for example, are filling, destroying, or at least

altering all estuaries. While this process is always rapid in a geological sense,

the actual length of time required for complete estuarine sedimentation is a function

primarily of the stability of the sea level, the rate of sediment influx, and the

intra-estuarine circulation pattern (Schubel, 1971). The instability, variation, and

complexity of estuaries make water quality assessment and prediction especially

difficult, yet the demands placed on estuaries require a most active water quality

management program.

This chapter will describe a systematic approach which may be used to provide

estuarine water quality assessment and prediction. Its purpose is two-fold. First,

the planner will be provided the capability of making elementary assessments of

current estuarine water quality. Second, methodologies are presented by which the

planner can evaluate changes in water quality which might result from future changes

in waste loading.

Chapter 3 provided methodologies for assessing the waste load directly entering

an estuary. Chapter 4 provided methodologies which can be used to assess the water

quality of a river or stream as it enters an estuary. The output of” these chapters

will provide information about present and projected estuarine water quality which

can be used to identify regions having greatest water quality problems, water quality

parameters of special concern, and areas for which subsequent computer study is nec-

essary. Methods presented below comprise a screening tool which may be used by the
planner to focus attention on critical spatial regions and water quality parameters.

These can then be fully assessed using computer models or other techniques, as

desired.
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6.1.2 Estuarine Definition

It is difficult to provide a concise, comprehensive definition of an estuary.

The basic elements included in most current definitions are that an estuary is:

o A semi-enclosed coastal body of water

o Freely connected to the open sea

o Influenced by tidal action

o A water body in which sea water is measurably diluted with fresh

water derived from land drainage (Pritchard, 1967; Pritchard and

Schubel, 1971).

The seaward end of an estuary is established by the requirement that an estuary

be semi-enclosed. Because this boundary is normally defined by physical land features,

it can be specifically identified. The landward boundary is not as easily defined,

however. Generally tidal influence in a river system extends further inland than

does salt intrusion. Thus the estuary is limited by the requirement that both salt

and fresh water be measurably present. Accordingly, the landward boundary may be

defined as the furthest measurable inland penetration of sea salts. The location of

this inland boundary will vary substantially from season to season as a function of

stream flows and stream velocities and may be many miles upstream from the estuarine

mouth (e.g., approximately 40 miles upstream on the Potomac River, 27 miles on the

James River, and approximately 16 miles upstream for the small Alsea Estuary in

Oregon) (Pritchard, 1971). This definition also separates estuaries from coastal

bays (embayments) by the requirement for a fresh water inflow and measurable sea

water dilution.

6.1.3 Types of Estuaries

While the above definition provides adequate criteria for segregating estuaries

from other major types of water bodies, it does not provide a means to separate the

various types of estuaries from one another. The variations in estuarine circulation

patterns and resulting variations in pollution dispersion from estuary to estuary

make classification a necessary part of any water quality assessment. Two basic

estuarine classification systems have been used in recent years to accomplish

estuarine subclass seperation:  a topographical system and a physical processes

system (Dyer, 1973, Chapter 2 or Ippen, 1966, Chapter 10).

6.1.3.1 Topographical Classification

Under a topographical system, estuaries are divided into four subclasses.

These are briefly described below.

s Drowned River Valley (Coastal Plain Estuary). These estuaries are

the result of a recent (within the last 10,000 years) sea level rise
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which has kept ahead of sedimentation processes at a river’s mouth.

Such estuaries are, quite literally, rivers whose lower basins have been

drowned by the rising oceans. Coastal plain estuaries are characteris-

tically broad, relatively shallow estuaries (rarely over 30 m deep) with

extensive layers of recent sediment.

l Fjord-like Estuaries. These estuaries are usually glacially formed and

are extremely deep (up to 800 m) with shallow sills at the estuarine

mouth. Fjord-like estuaries are restricted to high latitude mountainous

regions and are not found in the United States outside of Alaska and

Puget Sound in the state of Washington.

o Bar-built Estuaries. When offshore barrier sand islands build above sea

level and form a chain between headlands broken by one or more inlets, a

bar-built estuary is formed. These estuaries are characteristically

very shallow, elongated, parallel to the coast, and frequently are fed

by more than one river system. As a result bar-built estuaries are

usually very complex hydrodynamically. A number of examples of bar-built

estuaries can be found along the southeast coast of the United States.

* Tectonic Process Estuaries. Tectonic estuaries exist as the result of

major tectonic events (movement of tectonic plates with associated

faulting or subsidence and coastal volcanic activity). San Francisco

Bay is a good example of an American estuary of this type.

Based on this topographic classification system, the vast majority of American

estuaries fall into the drowned river class. As a result, this system is not

functional for categorization of American estuaries. The classification system

described below is based on physical processes and is more useful. Further, the

parameters used in physical classification are directly applicable to estuarine

pollution analysis. Consequently, a physical parameter classification system will be

used for the water quality assessment approach to be presented.

6.1.3.2 Physical Process Classification

Physical process classification systems are generally based on the velocity

and salinity patterns in an estuary. Using these two parameters, estuaries can

be divided into three classes, each of which is of potential importance to planners

concerned with American coastal plain estuaries. The classes are: stratified,

partially mixed, and well mixed.
The general behavior of salinity and velocity regimes in the three types

of estuaries has been described by a number of researchers (Glenne, 1967, Duxbury,

1970, Pritchard, 1960, and ‘Dyer, 1973, among others) and is summarized below:

c Stratified (Salt Wedge) Estuary. In this type of estuary, large

fresh water inflows ride over a salt water layer which intrudes landward
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along the estuary bottom. Generally there is a continuous inland flow

in the salt water layer as some of this salt water is entrained into the

upper seaward-moving fresh water flow. Tidal action is not sufficient

to mix the separate layers. Salinity (S) and Velocity (U) profiles and

a longitudinal schematic of this flow pattern are shown in Figure VI-1.

The Mississippi River Estuary is usually a salt wedge estuary.

l Well Mixed. In swell mixed estuary, the tidal flow (or the tidal

prism*) is much greater than the river outflow. Tidal mixing forces

create a vertically well mixed water column with flow reserving from ebb

to flood at all depths. Typical salinity and velocity profiles and a

longitudinal flow schematic for a well mixed estuary are shown in Figure

VI-2. As examples, the Delaware and Raritan River estuaries are both

normally well mixed.

l Partially mixed. Partially mixed estuaries lie between stratified

and well mixed in terms of flow and stratification characteristics.

Tide-related flows in such estuaries are substantially greater than

river flows. Significant salinity gradients exist as in fully strati-

fied estuaries, but are much less steep. While velocity at all depths

normally reverses with ebb and flood tide stages, it is possible for net

inland flow to be maintained in the lowest layers. Typical salinity and

velocity profiles and a longitudinal schematic flow diagram are shown in

Figure VI-3. There are many partially mixed coastal plain estuaries in

the United States; the lower James River Estuary is typical.

Classification primarily depends on the river discharge at the time of classi-

fication. Large river flows result in more stratified estuaries while low flow

conditions in the same estuaries can lead to full mixing.

any single estuary is likely to vary from season to season

examples, many West Coast estuaries are partially mixed in

are high and are well mixed in summer when river flows are

6.1.4 Pollutant Flow in an Estuary

Thus the classification of

as river flows vary. As

winter when river flows

very low.

The importance of understanding the basic types of estuarine systems may

be appreciated by briefly reviewing the general advective movements of a pollutant

released into each of the three types of estuaries (summarized from Pritchard, 1960).

The associated spatial and temporal variability of pollutant levels have water system

management as well as water quality implications.

If a pollutant flow of density greater than the receiving water column is

introduced into a salt wedge type estuary, the pollutant tends to sink into the

*The tidal prism is that volume of water which enters an estuary during an
incoming (flood) tide and equals high tide estuarine volume minus low tide volume.
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FIGURE VI-1 TYPICAL MAIN CHANNEL SALINITY AND VELOCITY
FOR STRATIFIED ESTUARIES

bottom salt water layer and a portion can be advectively carried inland toward

the head of the estuary. Frictionally induced vertical entrainment of the pollutant

into the surface water flow is slow, residence time of the pollutant is high, and the

time required to flush the pollutant from the estuary is also high. Some pollutants

which are sufficiently dense and stable remain in or settle to the bottom layer of

water, and are not transported out of a salt wedge estuary. Such constituents build

up in the estuarine sediment layer.

Conversely, if a pollutant of lower density than the receiving water column is

introduced into a salt wedge estuary, it remains in the surface layer is readily
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FIGURE VI-2 TYPICAL MAIN CHANNEL SALINITY AND VELOCITY
PROFILES FOR WELL MIXED ESTUARIES

flushed from the system. This is the case because seaward flows strongly predominate

in this layer.

At the opposite end of the estuary classification scale, a pollutant introduced

into a well mixed estuary is advectively transported in a manner independent of the

pollutant's density. Tidal forces cause turbulent vertical and lateral mixing. The

pollutant is carried back and forth with the oscillatory motion of the tides and is

slowly carried seaward with the net flow.

Pollutants introduced into partially mixed estuaries are dispersed in a manner
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FIGURE VI-3 TYPICAL MAIN CHANNEL SALINITY AND VELOCITY
PROFILES FOR PARTIALLY MIXED ESTUARIES

intermediate between the transport patterns exhibited in well mixed and stratified

estuaries. Pollutant transport is density dependent but nevertheless involves

considerable vertical mixing. Eventual flushing of the pollutant from an estuary in

this case depends on the relative magnitudes of the net river outflow and the tidal

seawater inflow.
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6.1.5 Estuarine Complexity and Major Forces

Before outlining the complexities of estuarine systems, a brief review of

the nomenclature used in this chapter will be helpful. This information is shown in

Figure VI-4. This figure shows top, side, and cross sectional views of an estuary

and indicates the basic estuarine dimensions. Additionally, the relationship between

tidal elevation (or tidal stage) and surface water velocity is shown in the upper

right quadrant of Figure VI-4.
The complexities of estuarine hydrodynamics are evident from even the brief

qualitative descriptions presented above. Many variations in flow pattern and many

of the forces acting on an estuarine water column have been omitted in order to

permit a verbal description of the normally predominant phenomena, and it should be

understood that the descriptions do not fully account for the complexities of estuarine

motion. Estuarine circulation may be conceived as a three-dimensional flow field

with variations possible in salinity and velocity along the longitudinal, the vertical,

and the lateral axes. As a result of this complexity, and because an estuary is a

transitional zone between fresh water and marine systems, great variations in a

number of major water quality and physical parameters are possible. For example:

o pH. Typical concern pH is 7.8 to 8.4. Typically, rivers are slightly

acidic (pH<7). Thus the pH can change from slightly acidic to basic

across an estuary with resulting major changes in chemical characteris-

tics of dissolved and suspended constituents. pH variations from 6.8 to

9.25 across an estuary have been recorded (Perkins, 1974, p. 29).

@ Salinity. Over the length of an estuary, salinity varies from fresh

water levels (typically less than 1 ppt) to oceanic salinity levels

(usually 32 ppt to 34 ppt)*. Moreover, salinity at any given location

in an estuary may vary substantially over one tidal cycle and over the

depth of the water column at any single point in time. Salinity varia-

tions are especially significant in estuarine calculations for a variety

of reasons. First, salinity distribution can be used to predict the

distribution of pollutants; second, salinity is a prime determinant of

water density; and third, variations in salinity affect other major

water quality parameters. For example, the saturated dissolved oxygen

concentration normally diminishes by 2 mg/l as salinity increases from

0 to 35 ppt.

River Flow. River flow is a major determinant of estuarine circulation

and flushing characteristics. Instantaneous flow rates for some western

rivers vary by orders of magnitude from winter high flow to summer low

flow periods (Goodwin, et al ., 1970). These differences in river flow

result in major variations in estuarine water quality characteristics.

*ppt represents parts per thousand by mass. Sometimes the symbol O/oo is used.
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Figure VI-4

-150-



l Time. Estuarine water quality parameters vary over several separate

time scales. First, variations occur with each tidal cycle over a

period of hours. Second, tidal cycles vary in mean amplitude from

spring (maximum amplitude) to neap tides (minimum amplitude) every two

weeks. This affects water quality since flushing characteristics are in

part dependent on the tidal prism which is, in turn, dependent on tide

stage. Third, there are seasonal variations in river flow, temperature

and waste loadings.

The four factors just listed affecting the range and rate of variation of

estuarine parameters pose part of the difficulty in analyzing estuarine water

quality. In order to avoid large errors, both small time increments and small

spatial increments must be used. This, in turn, necessitates a large number of

individual calculations to fully analyze the variation of even a single parameter

over the estuary and sometimes requires the use of a computer model.

Further complicating the analytical process is the large number of independent

forces acting on the estuarine water column which should be considered. This group

includes (from Harleman and Lee, 1969):

l Ocean tides

@ Local wind stresses

@ Bottom roughness and bottom sediment types

l Channel geometry

@ Coriolis forces*

l Nearby coastal features and coastal processes.

6.1.6 Methodology Summary

A variety of techniques are presented in this chapter to assess water quality in

estuaries. Table VI-1 summarizes the techniques and indicates if they are applicable

to one-dimensional (well-mixed) or two-dimensional (vertically stratified) estuaries.
Many of the techniques can be applied to conventional or toxic pollutants. If decay

rates for toxic pollutants are needed, Chapter 2 can be used.

It is redundant to describe in detail each method at this point in the chapter,

because the procedures are presented later. As a general statement, however, most of

the methods for prediction of water quality apply to continuous, steady-state dis-

charges of pollutants. The discharges can be located anywhere within the estuary,

*Coriolis forces reflect the effect of a rotating reference plane (the earth) on
particle motion. The net effect is to cause a water flow to drift to one side as it
moves down a channel. The same effect tends to laterally segregate fresh water
flows (moving from head to mouth) and salt water inflows (moving from mouth to head)
in an estuary and in the northern hemisphere to create a counterclockwise flow
pattern with fresh water to the right (looking from the head of the estuary toward
the mouth) flowing toward the sea and salt water on the left flowing toward the head
of the estuary.
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TABLE VI-1

SUMMARY OF METHODOLOGY FOR ESTUARINE WATER QUALITY ASSESSMENT

Calculations Methods Type of Estuary Applicable*

Estuarine Classification l
l

Flushing Time l

l

Pollutant Distribution l

l

l

l

l
s

l

Hansen and Rattray

Flow ratio

Fraction of freshwater

Modified tidal prism

Fraction of freshwater (conservative
pollutants)†

Modified tidal prism (conservative or
first-order decay pollutants)†

Dispersion-advection equations
(conservative, first-order decay pollutants,†
and dissolved oxygen)

Pritchard’s Box Model (conservative
pollutants)†

Initial dilution

Pollutant concentration at completion
of initial dilution (conservative
Pollutants,† pH, dissolved oxygen)

Farfield distribution (conservative and
first-order pollutants, and dissolved

Thermal Pollution

Turbidity

Sedimentation

oxygen)

l AT of water passing through condenser

l Maximum discharge temperature

l Thermal block criterion

c Surface area criterion

l Surface temperature criterion

l Turbidity at completion of initial
dilution

l Suspended solids at the completion of
initial dilution

l Light attenuation and turbidity
relationship

l Secchi disk and turbidity relationship

l Description of sediment movement

l Settling velocity determination

l Null zone calculations

one- or two-dimensional

one- or two-dimensional

one-dimensional

one-dimensional

one-dimensional

one-dimensional

one-dimensional

two-dimensional

one- or two-dimensional

one- or two-dimensional

two-dimensional

not applicable

not applicable

one- or

one- or

one- or

one- or

one- or

one- or

one- or

one- or

one- or

two-dimensional

two-dimensional

two-dimensional

two-dimensional

two-dimensional

two-dimensional

two-dimensional

two-dimensional

two-dimensional

two-dimensional

*One dimensional means a vertically well mixed system. A two dimensional estuary is vertically stratified.

†These methods apply to either conventional or toxic pollutants.
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from head to mouth. Multiple sources of pollutants can be analyzed by applying the

method of superposition, which is illustrated subsequently.

Although no single sequence of calculations must be followed to use the method-

ology, Figure VI-5 shows a suggested procedure. It is often useful to begin by

classifying the estuary by season to find out when it is well mixed and when it is

stratified. If the estuary is never well mixed, then the tools listed in Table VI-1

pertaining to one-dimensional estuaries should not be used.

Users are cautioned that the methods in this chapter are of a simplified

nature, and consequently there are errors inherent in the calculations. Additionally.

inappropriate data can produce further systematic errors. Data used should be

appropriate for the period being studied. For example, when salinity profiles are

needed, they should correspond to steady flow periods close to the critical period

being analyzed.

Even though the methods presented in this chapter are amenable to hand calcula-

tions, some methods are more difficult to apply than others. The fraction of fresh-

water and modified tidal prism methods are relatively easy to apply, while the

advective-dispersion equations offer greater computational challenge. Since the

advective-dispersion equations require numerous calculations, the user might find it

advantageous to program the methods on a hand calculator (e.g. TI-59 or HP-41C).

6.1.7 Present Water-Quality Assessment

The first step in the estuarine water quality assessment should be the evaluation

of existing water quality. Before an analysis of the impact of future waste load

changes is made, the planner should know whether or not current estuarine water

quality is acceptable, marginal, or substandard.

By far the best way to assess existing water quality is to measure it. The

planner should attempt to locate other agencies which might have already collected

acceptable samples and/or data. Candidate organizations include the United States

Geologic Survey, the U.S. Army Corps of Engineers, state water quality control and

monitoring agencies, and engineering and oceanographic departments of local colleges

and universities. If such data cannot be located, a data collection program could be
undertaken. If at all possible, high tide, and especially low tide in-situ measure-

ments and samples should be collected along the full length of the estuary’s main

channel and in all significant side embayments. Analyses should then be made in an

appropriate laboratory facility. If funds for such data collection efforts are not

available, the use of a mathematical estimation of existing water quality is an

alternative. The methods presented in subsequent sections and applied to the exist-

ing discharges can be used. However, it should be remembered that actual data are

preferable to a mathematical estimate of existing water quality.
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FIGURE VI-5 SUGGESTED PROCEDURE TO PREDICT ESTUARINE WATER QUALITY
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6.2 ESTUARINE CLASSIFICATION

6.2.1 General

Section 6.1.7 discussed making a first estimate of current estuarine water

quality. This section begins a calculation methodology designed to look at the

effect of future changes in waste loading patterns.

The goal of the classifications process presented below is to predict the

applicability of the hand calculations to be presented. The classification

process is normally the first step to be taken in the calculation procedure

since it reveals which techniques can be applied.

6.2.2 Classification Methodology

The classification system recommended for purposes of hand calculations is

based on salinity and velocity profiles within the estuary. As both of these

parameters vary seasonally and spatially for each estuary, their use will result in a

range of values rather than in one single classification number. The following

section will describe in detail the procedure for use of this system, and show

examples of the procedure.

6.2.3 Calculation Procedure

Hansen and Rattray (1966) developed an estuarine classification system using

both salinity stratification and water circulation patterns (based on water column

velocities). This procedure involves the calculation of values for two parameters at

various points along the main estuarine channel and the plotting of these intersec-

tions on the graph shown in Figure VI-6. Figure VI-7 shows plots made by Hansen and

Rattray for various estuaries at a single point in time. It should be noted that

each estuary is not represented by a point but by a line connecting the points

calculated for the mouth and head areas.
The area designations (e.g. la, lb, 2b) on Figure VI-6 were related by Hansen

and Rattray to previously used classification titles (e.g. stratified, well mixed).

In general, area la corresponds to well mixed estuaries. Area lb has the water

circulation pattern of a well mixed estuary yet shows increased stratification.

Areas 2 and 3 correspond to the “partially mixed” class of estuaries with area 3

showing more significant vertical circulation within the estuary. Designations 2a/b

and 3a/b, as was true of la and lb, indicate increasing degrees of vertical strati-

fication. Type 3b includes fjord-type estuaries. Area 4 represents highly stratified

salt wedge estuaries.
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FIGURE VI-6 ESTUARINE CIRCULATION-STRATIFICATION DIAGRAM

FIGURE VI-7 EXAMPLES OF ESTUARINE CLASSIFICATION PLOTS
(FROM HANSEN AND RATTRAY, 1966)
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6.2.4 Stratification-Circulation Diagram Interpretation

The closer an estuary falls to the lower left hand corner of a stratification-

circulation diagram, the more vertically and laterally homogeneous it is. On the

stratification-circulation diagram (Figure VI-6), two types of zonal demarcation can

be seen. First are the diagonally striped divisions between adjacent estuarine

classifications used by Hansen and Rattray to indicate a transitional zone between

seperate classifications. The second is a wide solid band arching around the lower

left corner of the diagram. Estuaries falling primarily inside of this band (to the

lower left of the band) are those for which the one dimensional calculation methods

may be applied to obtain reasonably accurate results. If an estuary falls outside of

this band, the planner should use only the methods presented which pertain to strati-

fied estuaries, or use computer analyses. Within the band is a borderline of marginal

zone. Calculations for

principally within this

uncertain.

The two parameters

below:

one-dimensional estuaries can be used for estuaries falling

zone, however the accuracy of the calculations will be

used with the stratification-circulation diagram are described

a. Stratification Parameter: The stratification parameter is defined as:

As
Stratification Parameter = ~ (VI-1)

o

where

AS = time averaged difference in salinity between surface and bottom

water (Sbottom -ssurface)’ ‘Pt
so = cross-section mean salinity, ppt.

The diagrammatic relationship of these values is shown in Figure VI-8.

b. Circulation Parameter: The circulation parameter is defined as:

u
Circulation Parameter = :

Uf
(VI-2)

where

us = net non-tidal sectional surface velocity (surface velocity
through the section averaged over a tidal cycle) measured in

ft/sec. See Figure VI-8 for a diagrammatic representation of

us.

‘f = mean fresh water velocity through the section, ft/sec.

In equation form:

Uf=:
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CIRCULATION PARAMETER STRATIFICATION PARAMETER

*Both velocity and salinity values for these profiles are averaged over a tidal cycle

(net velocity and salinity) rather than being instantaneous values. Of the two the
stratification parameter is much less sensitive to variations over a tidal cycle and
can be approximated by mean tide values for salinity. Surface velocity (Us) must be
averaged over a tidal cycle.

FIGURE VI-8 CIRCULATION AND STRATIFICATION PARAMETER DIAGRAM

where .
R = fresh water (river) inflow rate, fts/sec

A = cross-sectional area of the estuary through the point being

used to calculate the circulation pattern and stratification

parameters based on a mean tide surface elevation, ftz.

If good cross-sectional area data are not available, cross-sectional profiles

can be approximated from the U.S. Geological Survey (USGS) coastal series topographical

maps, or, more recently, from NOAA National Ocean Survey charts. The circulation and

stratification parameters should be plotted for high and low river flow periods and

for stations near the mouth and head of the estuary. The area enclosed by these four

points should then include the full range of possible instantaneous estuary hydro-

dynamic characteristics. In interpreting the significance of this plotted area, by

far the greater weight should be given to the low river flow periods as these periods

are associated with the poorest pollutant flushing characteristics and the lowest

estuarine water quality. The interpretation of the circulation-stratification

diagrams will be explained more fully after an example of parameter computation.
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Calculation of Stratification and Circulation Parameters

The estuary for this example is the Stuart Estuary which is shown in Figure

VI-9. The estuary is 64,000 feet long, is located on the U.S. west coast, and is

fed by the Scott River. Two stations were selected for parameter calculation (A

and B) with station A located on the southern edge of the main channel 6,500 feet

from the estuary’s mouth and station B in center channel 47,500 feet from the

mouth (16,500 feet from the head of the estuary).

Necessary salinity data were obtained from the coastal engineering department

of a nearby university. USGS gage data were available

result of its own dredging program, the local district

of Engineers could provide cross-sectional profiles in

both stations. The cross-sections are labeled (1) and

mean low tide depth reading on NOAA Coastal charts was

for river flow, and, as a

office of the U.S. Corps

the approximate areas of

(2) on Figure VI-9. The

used to verify Corps data.

Current meters were tied to buoy channel markers at A and B to provide velocity

data. The information obtained from these various sources is shown in graphical

form in Figure VI-10.

The calculations proceed as follows:

Stratification Parameter:

b. Circulation Parameter:

1. Calculate Ai’s using cross sectional information on Figure VI-10:

Aa= (630 ft) (20 ft) (1/2) + (630 ft) (20 ft) + (1590 ft) (20 ft) (1/2)

= 34,800 ft

‘b = (2580 ft) (16 ft) (1/2) + (1720 ft) (16 ft) (1/2)

= 34,400 ft

For most cross-sections it is advisable to use more finely divided

segments than in the simple example above in order to reduce the error

associated with this approximation. The method for this calculation,
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2.

FIGURE VI-9 THE STUART ESTUARY

however, is identical regardless of the number of regular segments

used.

Calculate Ufls (with R and Ai values obtained from Figure VI-lO):

3. Calculate 1s:

‘f
Us values are read from Figure VI-10. The precise value for

Us is the integral of the velocity curve (area under “ebb”

velocity curve minus the area under the “flood” velocity curve)

divided by the elapsed time period (length of one tidal cycle).

If the elapsed time for flood flow at a station is only slightly

below the elapsed time for ebb flow Us may be approximated as

‘Uebb(max) - ‘flood(max) )/2.
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FIGURE VI-10 STUART ESTUARY DATA FOR CLASSIFICATION CALCULATIONS
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FIGURE VI-11 ESTUARINE CIRCULATION-STRATIFICATION DIAGRAM

The circulation-stratification plots for the Stuart Estuary are shown

in Figure VI-11 with points As (station A, summer value), Aw (station A,

winter Value), Bs (station B, summer value), and Bw (station B, winter

value).

As indicated, this estuary shows a significant amount of vertical strati-

fication (especially at station A) but little evidence of major vertical

variations in net circulation.

Turning to Figure VI-11, the Stratification-Circulation diagram for the Stuart

Estuary, it is apparent that this estuary lies principally within the marginal area.

Moreover, the low flow classification (line As-Bs) also lies primarily within

the marginal area. Thus, the planner for the Stuart Estuary should calculate an

additional criterion (see below) to help determine the suitability of using the

calculation procedures for well mixed estuaries. If the Stuart Estuary plotted more

predominately below the marginal zone, the planner could proceed with flushing time

calculations since the estuary would then meet the well mixed classification criteria.

It should be noted that the data for the Stuart Estuary produced a fairly

tight cluster of data points. As can be seen in Figure VI-12, the salinity profiles
for one west coast estuary (the Alsea River and Estuary along the cenral Oregon

coast) vary considerably more from season to season than those of the Stuart Estuary.
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FIGURE V1-12 ALSEA ESTUARY SEASONAL SALINITY
VARIATIONS (FROM GIGER, 1972)

This increased variation would produce a far greater spread in the summer and winder

AS/S. parameter values.

6.2.5 Flow Ratio Calculation

If application of the above classification procedure results in an ambiguous

outcome regarding estuary classification, another criterion should be applied.

This is the flow ratio calculation. Schultz and Simmons (1957) first observed
the correlation between the flow ratio and estuary type. They defined the flow

ratio for an estuary as:

(VI-4)
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where

F = the flow ratio,

R = the river flow measured over one tidal cycle (measured in m3 or

fts)

P = the estuary tidal prism (in m3 or ft3).

Thus the flow ratio compares the tidally induced flow in an estuary with

the river induced flow. Schultz and Simmons observed that when this ratio was

on the order of 1.0 or greater, the associated estuary was normally highly strati-

fied. Conversely, ratios of about 0.1 or less were usually associated with very

well-mixed estuaries and ratios in the range of 0.25 were associated with partially

mixed estuaries. A flow ratio of 0.2 or less warrants inclusion of the estuary in

the hand calculation process for one dimensional estuaries. Flow ratios in the range

0.2 to 0.3 should be considered marginal. Estuaries with flow ratios greater than

0.3 should not be included in the one-dimensional category.

Calculation of the Flow Ratio for an Estuary

The following data apply to the Patuxent Estuary, Maryland:

R, total river discharge over one tidal cycle = 1.42 x 105m3 (low flow)

3.58 x 106m3 (high flow)

P, estuary tidal prism volume = 3.51 x 107m3

The flow ratios for the Patuxent Estuary at low and high river flows are thus:

Values of F$O.1 are usually associated with well mixed estuaries. The F values

calculated above indicate a well mixed estuary. However, historical data indicate

the Patuxent River Estuary is partially stratified at moderate and high river

flows.

When tidal data are not available, NOAA coastal charts may be used to estimate

the difference between mean high tide and mean low tide estuary surface areas. As
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Pi (section i) = section Length x tidal height x
(
MHT width + MLT width

2 )

P estuary = ~Pifot- all sections
i

* Widths obtained from NOAA tide table for the area

**Available from local Coast Guard Stations

FIGURE VI-13 ESTUARY CROSS-SECTION FOR TIDAL PRISM CALCULATIONS

can be seen in the cross-section diagram in Figure VI-13 the estuarine tidal prism

can be approximated by averaging the MLT and MHT surface areas and multiplying this

averaged area by the local tidal height. Mean tidal heights (approximately 1 week

before or after spring tides) should be used for this calculation. As indicated in

Figure VI-13, the estuary can be conveniently subdivided into longitudinal sections

for this averaging process, to reduce the resulting error. Table VI-2 lists tidal

prisms estimated for many U.S. estuaries. These values may be used as an alternate
to tidal prism calculations.

6.3 FLUSHING TIME CALCULATIONS

6.3.1 General

Flushing time is a measure of the time required to transport a conservative

pollutant from some specified location within the estuary (usually, but not always,

the head) to the mouth of the estuary. Processes such as pollutant decay or sedimen-

tation which can alter the pollutant’s distribution within the estuary are not

considered in the concept of flushing time.

It was mentioned earlier in this chapter that the net non-tidal flow in an
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TABLE VI-2

TIDAL PRISMS FOR SOME U.S. ESTUARIES

(FROM 0'BRIEN, 1969 AND JOHNSON, 1973)

Estuary Coast Tidal Prism (ft3)

Plum Island Sound, Mass.

Fire Island Inlet, N.Y.

Jones Inlet, N.Y.

Beach Haven Inlet (Little
Egg Bay), N.J.

Little Egg Inlet (Great
Bay), N.J.

Brigantine Inlet, N.J.

Absecon Inlet (before
jetties), N.J.

Great Egg Harbor Entr, N.J.

Townsend Inlet, N.J.

Hereford Inlet, N.J.

Chincoteague Inlet, Va.

Oregon Inlet, N.C.

Ocracoke Inlet, N.C.

Drum Inlet, N.C.

Beaufort Inlet, N.C.

Carolina Beach Inlet, N.C.

Steno Inlet, S.C.

North Edisto River, S.C.

St. Helena Sound, S.C.

Port Royal Sound, S.C.

Calibogue Sound, S.C.

Wassaw Sound, Ga.

Ossabaw Sound, Ga.

Sapelo Sound, Ga.

St. Catherine Sound, Ga.
Doboy Sound, Ga.

Altamaha Sound, Ga.

Hampton River, Ga.

St. Simon Sound, Ga.

St. Andrew Sound, Ga.

Ft. George Inlet, Fla.

Old St. Augustine Inlet,
Fla.

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic
Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

1.32 x 109

2.18 x 109

1.50 x 109

1.51 x 109

1.72 x 109

5.23 x 108

1.65 x 109

2.00 x 109

5.56 x 108

1.19 x 109

1.56 x 109

3.98 x 109

5.22 x 109

5.82 x 108

5.0 x 109

5.25 x 108

2.86 x 109

4.58 x 109

1.53 x 1010

1.46 x 1010

3.61 x 109

8.2 x 109

6.81 x 109

7.36 x 109

6.94 x 109
4.04 x 109

2.91 x 109

1.01 x 109

6.54 x 109

9.86 x 109

3.11 x 108

1.31 x 109
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TABLE VI-2 (Cont.)

Estuary Coast Tidal Prism (ft3)

Ponce de Leon, Fla.
(before jetties)

Delaware Bay Entrance

Fire Island Inlet, N.Y.

East Rockaway Inlet, N.Y.

Rockaway Inlet, N.Y.

Masonboro Inlet, N.C.

St. Lucie Inlet, Fla.

Nantucket Inlet, Mass.

Shinnecock Inlet, N.Y.

Moriches Inlet, N.Y.

Shark River Inlet, N.J.

Manasguan Inlet, N.J.

Barnegat Inlet, N.J.

Absecon Inlet, N.J.

Cold Springs Harbor
(Cape May), N.J.

Indian River Inlet, Del.

Winyah Bay, S.C.

Charleston, S.C.

Savannah River (Tybee
Roads), Ga.

St. Marys (Fernandina
Harbor), Fla.

St. Johns River, Fla.

Fort Pierce Inlet, Fla.

Lake Worth Inlet, Fla.

Port Everglades, Fla.

Bakers Haulover, Fla.

Captiva Pass, Fla.

Boca Grande Pass, Fla.

Gasparilla Pass, Fla.

Stump Pass, Fla.

Midnight Pass, Fla.

Big Sarasota Pass, Fla.

New Pass, Fla.

Longboat Pass, Fla.

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Atlantic

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

5.74 x 108

1.25 x 1011

1.86 x 109

7.6 x 108

3.7 x 109

8.55 x 108

5.94 x 108

4.32 x 108

2.19 x 108

1.57 x 10:
8.46 x 10

1.48 x 108

1.75 x 108

6.25 x 108

1.48 x 109

6.50 x 108

5.25 x 108

3.02 x 109

5.75 x 109

3.1 x 109

4.77 x 109

1.73 x 109

5.81 x 108

9.0 x 108

3.0 x 108

3.6 x 108

1.90 x 109

1.26 x 1010

4.7 x 108

3.61 x 108

2.61 x 108

7.6 x 108

4.00 x 108

4.90 x 108
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TABLE VI-2 (Cont.)

Estuary Coast Tidal Prism (ft3)

Sarasota Pass, Fla.

Pass-a-Grille

Johns Pass, Fla.

Little (Clearwater)
Pass, Fla.

Big (Dunedin) Pass, Fla.

East (Destin) Pass, Fla.

Pensacola Bay Entr., Fla.

Perdido Pass, Ala.

Mobile Bay Entr., Ala.

Barataria Pass, La.

Caminada Pass, La.

Calcasieu Pass, La.

San Luis Pass, Tex.
Venice Inlet, Fla.

Galveston Entr., Tex.

Aransas Pass, Tex.

Grays Harbor, Wash.

Willapa, Wash.

Columbia River, Wash.-Ore.

Necanicum River, Ore.

Nehalem Bay, Ore.

Tillamook Bay, Ore,

Netarts Bay, Ore.

Sand Lake, Ore.

Nestucca River, Ore.

Salmon River, Ore.

Devils Lake, Ore.

Siletz Bay, Ore.

Yaquina Bay, Ore.

Alsea Estuary, Ore.

Siuslaw River, Ore.

Umpqua, Ore.

Coos Bay, Ore.

Caquille River, Ore.

Floras Lake, Ore.

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Gulf of Mexico
Gulf of Mexico

Gulf of Mexico

Gulf of Mexico

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

8.10 x 108

1.42 x 109

5.03 x 108

6.8 x 108

3.76 x 108

1.62 x 109

9.45 x log

5.84 x 108

2.0 x 1OIO

2.55 x 109

6.34 x 108

2.97 x 109

5.84 x 108
8.5 x 107

1.59 x 1010

1.76 x 109

1.3 xlo10

1.3 x 10’0

2.9 xlo~o

4.4 x 107

4.3 x 108

2.5 x 109

5.4 x 108

1.1 x 108

2.6 x 108

4.3 x 107

1.1 x 108

3.5 x 108

8.4 x 108

5.1 x 108

2.8 x 108

1.2 x 109

1.9 x 109

1.3 x 108

6.8 x 107
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TABLE VI-2 (Cont.)

Estuary Coast Tidal Prism (ft3)

Rogue River, Ore.

Chetco River, Ore.

Smith River, Ca.

Lake Earl, Ca.

Freshwater Lagoon, Ca.

Stove Lagoon, Ca.

Big Lagoon, Ca.

Mad River, Calif.

Humbolt Bay, Calif.

Eel River, Calif.

Russian River, Calif.

Bodega Bay, Calif.

Tomales Bay, Calif.

Abbotts Lagoon, Calif.

Drakes Bay, Calif.

Bolinas Lagoon, Cal if.

San Francisco Bay, Calif.

Santa Cruz Harbor, Cal if.

Moss Landing, Calif.

Morro Bay, Cal if.

Marina Del Rey, Calif.

Alamitos Bay, Calif.

Newport Bay, Cal if.

Camp Pendleton, Calif.

Aqua Hedionda, Calif.

Mission Bay, Calif.

San Diego Bay, Calif.

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

Pacific

1.2 x 108

2.9 x 107

9.5 x 107

5.1 x 108

4.7 x 107

1.2 x 108

3.1 x 108
2.4 x 107

2.4 x 109

3.1 x 108

6.3 x 107

1.0 x 108

1.0 x 109

3.5 x 107

2.7 x 108

1.0 x 108

5.2 xlOIO

4.3 x 106

9.4 x 107

8.7 x 107

6.9 x 107

6.9 x 107

2.1 x 108

1.1 x 107

4.9 x 107

3.3 x 108

1.8 x 109

estuary is usually seaward* and is dependent on the river discharge. The non
tidal flow is one of the driving forces behind estuarine flushing. In the absence of

this advective displacement, tidal oscillation and wind stresses still operate to

*While net flow is always seaward for the estuaries being considered here, it
is possible to have a net upstream flow in individual embayments of an estuary.
While this occurrence is rare in the United States, an example of such a situation
is the South Bay of San Francisco Bay where freshwater inflows are so small that
surface evaporation exceeds freshwater inflow. Thus, net flow is upstream during
most of the year.
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disperse and flush pollutants. However, the advective component of flushing can be

extremely important. Consider Tomales Bay, California as an example. This small,

elongated bay has essentially no fresh water inflow. As a result there is no advective

seaward motion and Pollutant removal is dependent upon dispersion and diffusion

processes. The flushing time for the bay is approximately 140 days (Johnson, et al .,

1961). This can be compared with the Alsea Estuary in Oregon having a flushing time

of approximately 8 days, with the much larger St. Croix Estuary in Nova Scotia

having a flushing time of approximately 8 days (Ketchum and Keen, 1951), or with the

very large Hudson River Estuary with a short flow flushing time of approximately 10.5

days (Ketchun, 1950).

6.3.2 Procedure

Flushing times for a given estuary vary over the course of a year as river

discharge varies. The critical time is the low river flow period since this period

corresponds with the minimum flushing rates. The planner might also want to calcu-

late the best flushing characteristics (high river flow) for an estuary. In addition

to providing a more complete picture of the estuarine system, knowledge of the full

range of annual flushing variations can be useful in evaluating the impact of seasonal

discharges (e.g., fall and winter cannery operation in an estuary with a character-

istic summer fresh water low flow). Further, storm sewer runoff normally coincides

with these best flushing conditions (high flow) and not with the low flow, or poorest

flushing conditions. Thus analysis of storm runoff is often better suited for high

flow flushing conditions, However, the low flow calculation should be considered for

use in primary planning purposes.

There are several ways of calculating flushing time. Two methods are presented

here: the fraction of freshwater method and the modified tidal prism method.

6.3.3 Fraction of Fresh Water Method

The flushing time of a pollutant, as determined by the fraction of freshwater

method is:

‘fTf=~ (VI-5)

where

‘f = volume of freshwater in the estuary

‘f = flushing time of a pollutant which enters the head of the estuary

with the river flow.

Equation VI-5 is equivalent to the following concept of flushing time which is
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more intuitively meaningful:

Tf=: (VI-6)

where

M = total mass of conservative pollutant contained in the estuary

M = rate of pollutant entry into the head of the estuary with the river

water.

Since the volume of freshwater in the estuary is the product of the fraction of

freshwater (f) and the total volume of water (V), Equation VI-5 becomes:

If the estuary is divided into segments the flushing time becomes:

fivi
Tf=Z—

Ri

(VI-7)

(VI-8)

Equation VI-8 is more general and accurate than the three previous expressions

because both fi (the fraction of freshwater in the ith segment) and Ri (the fresh-

water discharge through the ith segment) can vary over distance within the estuary.

Note that the flushing time of a pollutant discharged from some location other than

the head of the estuary can be computed by summing contributions over the segments

seaward of the discharge.

A limitation of the fraction of freshwater method is that it assumes uniform

salinity throughout each segment. A second limitation is that it assumes during

each tidal cycle a volume of water equal to the river discharge moves into a given

estuarine segment from the adjacent upstream segment, and that an equal volume of the

water originally in the segment moves on to the adjacent one downstream. Once this

exchange has taken place, the water within each segment is assumed to be instantane-

ously and completely mixed and to again become a homogeneous water mass. Proper

selection of estuarine segments can reduce these errors.

6.3.4 Calculation of Flushing Time by Fraction of Freshwater Method

This is a six step procedure:

1. Graph the estuarine salinity profiles.

2. Divide the estuary into segments. There is no minimum or maximum number of

segments required, nor must all segments be of the same length. The divisions

should be selected so that mean segment salinity is relatively constant over
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the full length of the segment. Thus, stretches of steep salinity gradient

will have short segments and stretches where salinity remains constant may

have very long segments. Example VI-3 provides an illustration.

3. Calculate each segment’s fraction of fresh water by:

Ss - Si
fi=s

s

where

fi = fraction of fresh water for segment “i”

S5 = salinity of local sea water*, o/oo

Si = mean salinity for segment “i”, O/OO.

4. Calculate the quantity of fresh water in each segment by:

(VI-9)

where

Wi =

vi =

5. Calcu

where

Ti =
R =

Wi=fi xvi

quantity of fresh water in segment “i”

total volume of segment “i” at MTL.

late the exchange time (flushing time) for each segment by:

Ti = Wi/R

segment flushing time, in tidal cycles

river discharge over one tidal cycle.

(VI-1O)

(VI-11)

6 . Calculate the entire estuary flushing time by summing the exchange times for

the individual segments:

Tf=:Ti
i=l

(VI-12)

where

‘f = estuary flushing time, in tidal cycles

n = number of segments.

Table VI-3 shows a suggested method for calculating flushing time by the fraction of

freshwater method.

*Sea surface salinity along U.S. shores vary spatially. Neuman and Pierson (1966)
mapped Pacific mean coastal surface salinities as varying from 32.4 o/oo at Puget
Sound to 33.9 o/oo at the U.S.-Mexico border; Atlantic mean coastal surface
salinities as varying from 32.5 oloo in Maine to 36.2 o/oo at the southern
extreme of Florida; and Gulf coast salinities as varying between 36.2 O/oo and
36.4 O/OO. Surface coastal salinities in Long Island Sound (Hardy, 1972) and off
Long Island south coast (Hydroscience, 1974) vary between 26.5 and 28.5 O/oo.
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Flushing Time Calculation by Fraction of Fresh Water Method

This example pertains to the Patuxent Estuary. This estuary has no major

side embayments, and the Patuxent River is by far its largest source of fresh

water. This estuary therefore lends itself well to analysis by the segmented

fraction of fresh water method.

Salinity profiles for July 19, 1978 are used to find segment salinity

values. Chesapeake Bay water at the mouth of the Patuxent Estuary had a salinity

Of 10.7 ppt (Si). The Patuxent River discharge over the duration of one tidal

cycle is:

R = (12m3/see) (12.4 hr/tidal cycle) (3600 sec/hr)

= 5.36 x 103m /tidal cycle

A segmentation scheme based on the principles laid out above is used to divide the

estuary into eight segments; their measured characteristics are shown Table VI-4.

The segmentation is shown graphically on the estuary salinity profile (Figure

VI-14).

The next step is to find the fraction of fresh water for each segment.

For segment 1:

where

‘1 = fraction of fresh water. segment 1

Ss = salinity of local seawater

S = measured mean salinity for segment 1
= 10.7 ppt-O.8 PPt = ().93

‘1 0.7 PPt
The calculation is reported in Table IV-4 for segments 2 through 8.

The volume of fresh water (river water) in each segment is next found

using the formula:

Wi=fi xvi
For segment 1:

w, =f, xv, =0.93 (0.79x 107rn3)L L J.
= 7 35 x ~06m3.

The flushing time for each segment is next calculated by:

Ti = Wi/R
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TABLE VI-4

PATUXENT ESTUARY SEGMENT CHARACTERISTICS FOR
FLUSHING TIME CALCULATIONS

Mean Tide
Mean Segment Segment Volume

Segment Mean Segment Salinity Segment Length Cross-Sectional Area Vi
Number s i, ppt meters meter 2 meters3

8 10.3 10,400 16,000 16.6X107

7
9.5 10,400 12,500 13.0X107

6 8.7 6,100 11,400 6.95x107

5 7.6 6,100 7,500 4.58x107

4 5.8 5,800 4,300 2.49x107

3 3.3 5,000 3,100 1.55X107
2

1.8 4,650 2,200 1.O2X1O7

1
0.8 4,650 1,700 O.79X1O7

-.

FIGuRE VI-14 PATUXENT ESTUARY SALINITY PROFILE AND SEGMENTATION SCHEME
USED IN FLUSHING TIME CALCULATIONS,
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For segment 1:

TI = W1/R = 7.35 x 106m3/(5.36  x 105m3/tidal  cycle)

= 13.7 tidal cycles

Fraction of freshwater, river water volume and flushing time values for the

eight segments are compiled in Table VI-5.

The final step is to determine the flushing time for the estuary. In

this case:
8

‘f =ZTi=
i=l

11.4 + 27.2 + 24.6 + 24.8 + 21.5 + 20.0 + 15.8 + 13.7

= 159 tidal cycles, or 2.74 months

6.3.5 Branched Estuaries and the Fraction of Freshwater Method

Branched estuaries, where more than one source of freshwater contributes

to the salinity distribution pattern, are common. The fraction of freshwater

method can be directly applied to estuaries of this description. Consider the

estuary shown in Figure VI-15, having two major sources of freshwater (River 1,

‘1; and River 2, R2). The flushing time for pollutants entering the estuary

with river flow R is:2

Tf(R~)=Tl+TZ+Ts+Tq ‘TS+TG=

f~vl f2v* f~v~ fqv~ fsvs f~vfj
—+-— + –— + —+—+—
R2 R2 Rz R2 RI+R2 R1+R2

For the pollutants entering with Rl, the flushing time is:

fava ‘bvb
fsvs f~VG

Tf(Rl) =
+ ‘Cvc +

—+—— —+—
RI RI RI RI+R2 RI+R2

The flushing time computations are similar in concept for the case of a single

freshwater source, modified to account for a flow rate of RI + R2 in segments 5

and 6.

6.3.6 Modified Tidal Prism Method

This method divides an estuary into segments whose lengths are defined by
the maximum excursion path of a water particle during a tidal cycle. Within each

segment the tidal prism is compared to the total segment volume as a measure of the
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FIGURE VI-15 HYPOTHETICAL TWO-BRANCHED ESTUARY

flushing potential of that segment per tidal cycle (Dyer, 1973). The method assumes

complete mixing of the incoming tidal prism waters with the low tide volumes within

each segment. Best results have been obtained in estuaries when the number of seg-

ments is large (i.e. when river flow is very low) and when estuarine cross-sectional

area increases fairly quickly downstream (Dyer, 1973).

The modified tidal prism method does not require knowledge of the salinity

distribution. It provides some concept of mean segment velocities since each

segment length is tied to particle excursion length over one tidal cycle. A dis-

estuary.

The modified tidal prism method is a four-step methodology. The steps are:

advantage of the method is that in order to predict the flushing time of a pollutant

discharged midway down the estuary, the method still has to be applied to the entire

1. Segment the estuary. For this method an estuary must be segmented so that

each segment length reflects the excursion distance a particle can travel

during one tidal cycle. The innermost section must then have a tidal prism

volume completely supplied by river flow. Thus:

PO=R

where

P. = tidal prism (intertidal volume) of segment “O”

R = river discharge over one tidal cycle.
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The low tide volume in this section (Vo) is that water volume

occupying the space under the intertidal volume P. (which has just

been defined as being equal to R). The seaward limit of the next seaward

segment is placed such that its low tide volume (Vl) is defined by:

VI = Po+ V.

PI is then that intertidal volume which, at high tide, resides

above V. Successive segments are defined in an identical manner to

this segment so that:

vi = Pi-l + Vi-l

(VI-13)

(VI-14)

Thus each segment contains, at high tide, the volume of water contained

in the next seaward section at low tide.

2. Calculate the exchange ratio (r) by:

Pi
r. =1~ (VI-15)

Thus the exchange ratio for a segment is a measure of a portion of

water associated with that segment which is exchanged with adjacent segments

during each tidal cycle.

3. Calculate segment flushing time by:

(VI-16)

where

Ti = flushing time for segment “i”, measured in tidal cycles.

4. Calculate total estuarine flushing time by summing the individual segment

flushing times:

n
‘f = i:l

Ti (VI-17)

where

‘f = total estuary flushing time

n = number of segments.

Table VI-6 shows a suggested method for calculating flushing time by the modified

tidal prism method.
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Estuary Flushing Time Calculation by the

Modified Tidal Prism Method

The Fox Mill Run Estuary, Virginia, was selected for this example. During

low flow conditions, the discharge of Fox Mill Run has been measured at 0.031 m3/sec.

R = river discharge over one tidal cycle

= 0.031 m3/sec x 12.4 hrs/tidal cycle x 3600 sec/hr

= 1384 m3/tidal cycle

The estuary flushing time is found in four steps:

1. Segmentation

From bathymetric maps and tide gage data,

volume was plotted for several positions along

VI-16).

Since:

PO=R

P. = 1384 m3

Reading across the graph from “a” to the

cumulative upstream

the estuary (see Figure

intertidal volume curve, then down

the subtidal volume curve and across to “b”:

V. = 490 m3

The known cumulative upstream water volume also establishes the downstream ,

segment boundary. Reading downward from the subtidal volume curve to “c”, a

V. of 490 m3 corresponds to an

the segment O lower boundary.

The low tide water volume

equation:

upstream distance of 2.700 meters for

for the next segment can be found by the

V1=PO+VO

or

‘1 = 1384 + 490 = 1874m3

Since the graphs of Figure VI-16 are cumulative curves, it is necessary,

when entering a Vi value in order to determine a Pi value, to sum

the upstream Vi’s. For VI the cumulative upstream low-tide volume

is:

V. + VI = 490 + 1874 = 2364 m3

Entering the graph where the subtidal volume is equal to 2,364 m3

(across from “d”), we can move upward to read the corresponding cumulative

intertidal volume “e” on the vertical scale, and downward to read the
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FIGURE VI-16 CUMULATIVE UPSTREAM WATER VOLUME,
Fox MILL RUN ESTUARY
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downstream boundary of segment 1 at “f” on the horizontal scale.  The

cumulative upstream intertidal volume is 5900 m3.

Since:

5900m3 = P. + PI

PI = 5900 - 1384 = 4516m3

For segment 2:

V2 = PI + VI = 1874 + 4516 = 6390m3

To find P;, i t-is necessary to enter the graph at a cumulative

subtidal ;olume of:

Vn+vl+vo= 490 + 1874 + 6390 = 8759m3 (across from “g”)

This yie

“h”) and

The tidal

14000

or

L
lds a cumulative intertidal volume of 14,000

a downstream segment

prism of Segment 2

=PO+P1+P
2

m3 (across from

boundary of l,650m3° “.

is found by:

P2 + 14000 - 1384 - 4516 + 8100m”
The procedure is identical for Segment 3. For this final segment:

V3 = 14,490 m3

P3 = 36,000 m3

Dimensions and volumes of the four segments established by this procedure

are compiled in Table VI-7.

2. The exchange ratio for segment O is found by:

1384 m3.-%-=
‘o ‘O+vo 1384 m3 + 490 m3

Exchange ratios are calculated similarly for the other three segments.

3. Flushing time for each segment “i” is given by:

Ti=~
i

so

To=;=o &=l.35

Exchange ratios and flushing times for the four segments are shown

in Table IV-7.

4. Flushing time for the whole estuary is found by:

3

‘f = j~o ‘i
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TABLE VI-7

DATA AND FLUSHING TIME CALCULATIONS FOR FOX MILL RUN ESTUARY

or

T = 1.35 + 1.41 + 1.79 + 1.41

= 5.96 tidal cycles

= 73.9 hours

= 3.1 days

6.4 FAR FIELD APPROACH TO POLLUTANT DISTRIBUTION IN ESTUARIES

6.4.1 Introduction

Analysis of pollutant distribution in estuaries can be accomplished in a

number of ways. In particular, two approaches, called the far field and near

field approaches, are presented here (Sections 6.4 and 6.5, respectively). As

operationally defined in this document, the far field approach ignores buoyancy

and momentum effects of the wastewater as it is discharged into the estuary.

The pollutant is assumed to be instantaneously distributed over the entire cross-

section of the estuary (in the case of a well-mixed estuary) or to be distributed

over a lesser portion of the estuary in the case of a two-dimensional analysis.

Whether or not these assumptions are realistic depends on a variety of factors,

including the rapidity of mixing compared to the kinetics of the process being

analyzed (e.g. compared to dissolved oxygen depletion rates). It should be noted

that far field analysis (either one- or two-dimensional) can be used even if actual

mixing is less than assumed by the method. However, the predicted pollutant concen-

trations will be lower than the actual concentrations.
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Near field analysis considers the buoyancy and momentum of the wastewater

as it is discharged into the receiving water. Pollutant distribution can be calcu-

lated on a smaller spatial scale, and assumptions such as “complete mixing” or

“partial mixing” do not have to be made. The actual amount of mixing which occurs is

predicted as an integral part of the method itself. This is a great advantage in

analyzing compliance with water quality standards which are frequently specified in

terms of a maximum allowable pollutant concentration in the receiving water at the

completion of initial dilution. (Initial dilution will be defined later in Section

6.5.2.)

The following far field approaches for predicting pollutant distribution

are presented in this chapter:

l

s

l

l

The near f

MERGE. At

l

l

l

Fraction of freshwater method

Modified tidal prism method

Dispersion-advection equations

Pritchard’s Box Model.

ield analysis uses tabulated results from an initial dilution model called

the completion of initial dilution predictions can be made for the followng:

Pollutant concentrations

pH levels

Dissolved oxygen concentrations.

The near field pollutant distribution results are then used as input to an analytical

technique for predicting pollutant decay or dissolved oxygen levels subsequent to

initial dilution. The remainder of Section 6.4 will discuss those methods applicable

to the far field approach.

6.4.2 Continuous Flow of Conservative Pollutants

The concentration of a conservative pollutant entering an estuary in a continuous

flow varies as a function of the entry point location. It is convenient to separate

pollutants entering an estuary at the head of the estuary (with the river discharge)

from those entering along the estuary’s sides, The two impacts will then be addressed

separately.

6.4.2.1 River Discharges of Pollutants

The length of time required to flush a pollutant from an estuary after it

is introduced with the river discharge has already been calculated, and is the

estuarine flushing time. Now consider a conservative pollutant continuously dis-

charged into a river upstream of the estuary. As pollutant flows into the estuary,

it begins to disperse and move toward the mouth of the estuary with the net flow.

If, for example, the estuary flushing time is 10 tidal cycles, then 10 tidal cycles

following its initial flow into the estuary, some of the pollutant is flushed out to
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the ocean. Eventually, a steady-state condition is reached in which a certain amount

of pollutant enters the estuary, and the same amount is flushed out of the estuary

during each tidal cycle. The amount of this pollutant which resides in the estuary

at steady-state is a function of the flushing time. From the definition of flushing

time, the mount of fresh water (river water) in the estuary may be calculated by:

WE=TfR (VI-18)

where

‘E = quantity of freshwater in the estuary

‘f = estuary flushing time

R = river discharge over one tidal cycle.

Using the same approach, the quantity of freshwater in any segment of the estuary is

given by:

Wi=TiR (VI-19)

where

If a

that

itsel

and

Wi = .thquantity of freshwater in the 1 segment of the estuary

Ti = .thflushing time for the 1 segment calculated by the fraction

of freshwater method.

conservative pollutant enters an’ estuary with the river flow, it can be assumed

its steady-state distribution will be identical to that of the river water

f. Thus:

Mi=Wi Cr=Ti RCr

Ci = wi/vi

(V1-20)

(VI-21)

where

Mi = quantity of pollutant in estuary segment “i”

C = concentration of pollutant in the river inflow

c; = concentration of pollutant in estuary segment “i” assuming

all of pollutant “i” enters the estuary with the river discharge.
Thus direct discharges into the estuary are excluded.

vi = water volume segment “i”.
The same values for Ci and Mi may also be obtained by using the fraction of
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freshwater, fi, for each segment by:

Ci = fi Cr

and

(VI-22)

Mi = Ci Vi (VI-23)

Thus both the quantity of a pollutant in each segment and its concentration

within each segment are readily obtainable by either of the above methods. The

use of one of these methods will be demonstrated in Example VI-5 below for calculation

of both Ci and Mi.

Calculation of Concentration of Conservative

River Borne Pollutant in an Estuary

The Patuxent Estuary is the subject of this example. The problem is to

predict the incremental concentration increase of total nitrogen (excludin9  N2

gas) in the estuary, given that the concentration in river water at the estuary

head is 1.88 mgN/l.

Assume that total nitrogen is conservative and that the nitrogen concentration

in local seawater is negligible. The segmentation scheme used in Example VI-2

(fraction of freshwater calculation) will be retained here. For each segment, the

total nitrogen concentration is directly proportional to the fraction of freshwater

in the segment:

Ci = f.i Cr

The total nitrogen concentration for the uppermost segment is therefore given

by:

c1 =0.93 (1.88mgN/1)

= 1.75mgN/l

For the next segment it is:

C2 = 0.83 (1.88mgN/1) = 1.56mgN/l

and so on. Nitrogen concentrations for all the segments are compiled in Table
VI-8. Note that these are not necessarily total concentrations, but only nitrogen

inputs from the Patuxent River.

The incremental mass of nitrogen in each segment is found by:

Mi = Wi Cr
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TABLE VI-8

POLLUTANT DISTRIBUTION IN THE PATUXENT RIVER

Resultant Pollutants**
Fraction of Freshwater* Concentration

Segment Number* in Segment fi =fi x 1.88 mgN/l

8 0.037 0.07

7 0.112 0.21

6 0.19 0.36

5 0.29 0.55

4 0.46 0.86

3 0.69 1.30

2 0.83 1.56

1 0.93 1.88

River 1.00 1.88

*From Example VI-2
**These are the increment concentrations of total nitrogen in the estuary

due to the river-borne input.

TABLE VI-9

INCREMENTAL TOTAL NITROGEN IN PATUXENT RIVER,
EXPRESSED AS KILOGRAMS

(See Problem VI-5)

River Water
Volume Incremental Total N
Wi =fi xv Mi =Wi (1.88)

Segment Number meters kilograms

8 6.14x106 11,500

7 14.6 X106 27,400

6 13.2 X106 24,800

5 13.3 X106 25,000

4 11.5 X106 21,600

3 10.7 X106 20,100

2 8.47x106 15,900

1 7.35X106 13,800
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The Wi values for the eight segments were determined in Example VI-2. For

segment 1, the incremental nitrogen is given by:

‘1 = ‘1 Cr
= (7.35x 106m3)(l  .88mgN/1)(1031/m3)

= 1.38 X 1010 mg or 13,800 kg

Increased total nitrogen (in kilograms) for the entire estuary is shown in Table

VI-9.

In this example, low tide volumes were used to calculate Mi since low tide

volumes had been used to calculate fi’s. The approach assumes that Ci’s are

constant over the tidal cycle and that Mi’s are constant over the tidal cycle.

This leads to the assumption that calculation of a low tide Ci and Mi will

fully characterize a pollutant in an estuary. This, however, is not strictly true.

Figure VI-17 depicts one tidal cycle in an estuary and shows the periods of the cycle

during which a pollutant is flushed out of the estuary and during which river discharge

brings pollutants into the estuary. During periods of high tide, rising tidal

elevation blocks river discharge and backs up river flow in the lower stretches of

the river. Figure VI-17 also shows the resulting quantity of a pollutant in residence

in the estuary (Wpe) over the tidal cycle. This variation over the tidal cycle

as a percentage of ME is dependent on the flushing time but is usually small. The

change in the total volume of water in an estuary over a tidal cycle is equal to the

tidal prism which is often of the same magnitude as the low tide volume. As an example,

the Alsea Estuary in Oregon has Pt = 5.1 x 108 ft3 while Vt = 2.1 x 108 (Goodwin,

Emmet, and Glenne, 1970). Thus the variation in estuarine volume is 2,5 times the

low tide volume. As a result, estuarine volume variations over a tidal cycle have a

much greater impact on variations in pollutant concentrations in the estuary than do

changes in the quantity of pollutant present in the estuary over a tidal cycle. It

is important to note, however, that low tidal volume and low ME nearly coincide,

so that variations in mean pollutant concentrations are less severe than are estuarine

water mass changes.

This qualitative description of pollutant flow into and out of an estuary

is somewhat simplistic since it assumes that high

an estuary coincide with those at the head of the

case. There is normally a lag time between tidal

those at its head. Thus river discharge into the

conditions at the head, and tidal discharge which

tide and low tide at the mouth of

estuary. This is usually not the

events at an estuarine mouth and

estuary which depends on tidal

depends on tidal conditions at the

mouth, are not as directly tied to each other as indicated in Figure VI-17.

While WE does not vary substantially over a tidal cycle under steady-state
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FIGURE VI-17 RIVER BORNE POLLUTANT CONCENTRATION
FOR ONE TIDAL CYCLE

conditions, the mean concentration of a pollutant in an estuary (CE) does. Alsea
Estuary data can be used to show this CE variation over a tidal cycle. Using

data for the estuary as a whole (mean concentration), the equations for this compari-

son are:

and

with

or

Then:

and

‘E = Wr Tf (VI-24)

CE =ME/(Vt ‘pt) (VI-25)

Wr = (566.4 pg/ft3) (4.64 x 106 ft3/tidal cycle)

Wr = 2.628 x 10gpg/tidal cycle.

‘E = (2.628x 10gpg/tidal  cycle) (20.8 tidal cycle)

‘E = 5.466 X 10IOpg

CE(lOW) = 5.466 X 1010~g/2.1  X 108ft3
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or

CE( low) = 260.31 pg/ft3, or 46 percent of river concentration.

However:

cE(high) = 5.466 X 1010~g/(2.1  X 108ft3 + 5.1 X 108ft3)

cE(high) = 75.92 wg/ft3 or 13 percent of river concentration.

In an actual estuary, the concentration of a pollutant is not a stepwise

function as indicated by segment Ci values, but is more realistically a contin-

uous spectrum of values. By assigning the longitudinal midpoint of each segment a

concentration value equal to that segment’s Ci, a resulting continuous curve can

be constructed as shown in Figure VI-18. This type of plot is useful in estimating

pollutant concentrations within the estuary. It can also be used, however, to

estimate maximum allowable Cr to maintain a given level of water quality at any

point within the estuary. This latter use of Figure VI-18 is based on determining

the desired concentration level (Cx) and then using the ratio of Cx to Cr

to calculate an allowable Cr.

6.4.2.2 Other Continuous Conservative Pollutant Inflows

In the previous section, an analysis was made of the steady-state distri-

bution of a continuous flow pollutant entering at the head of an estuary. The

result was a graph of the longitudinal pollutant concentration within the estuary

(Figure VI-18). This section addresses a continuous, conservative pollutant flow

entering along the side of an estuary. Such a pollutant flow (e.g. the conservative

elements of a municipal sewer discharge, industrial discharge, or minor tributary) is

carried both

occurring in

distribution

water (Dyer,

upstream and downstream by tidal mixing, with the highest concentration

the vicinity of the outfall. Once a steady state has been achieved, the

of this pollutant is directly related to the distribution of fresh river

1973).
The average cross-sectional concentration at the outfall under steady-state

conditions is:

(VI-26)

where

co = mean cross-sectional concentration of a pollutant at the point of

discharge, mass/volume

Qp = discharge rate of pollutant, mass/tidal cycle

f. = segment fraction of freshwater

R = river discharge rate, volume/tidal cycle.

Downstream of the outfall, the pollutant must pass through any cross section at
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FIGURE VI-18 ALSEA ESTUARY RIVERBORNE CONSERVATIVE
POLLUTANT CONCENTRATION

a rate equal to the rate of discharge. Thus:

(VI-27)

where

s~, Cx and fx denote downstream cross-sectional values

So, Co and f. denote the cross-sectional values at the discharge

point (or segment into which discharge is made).

Upstream of the outfall, the quantity of pollutant diffused and advectively

carried upstream is balanced by that carried downstream by the nontidal flow so

that the net pollutant transport through any cross section is zero. Thus, the

pollutant distribution is directly proportional to salinity distribution and (Dyer,

1973) :

Cx=co+
o

(VI-28)

Downstream of the outfall, the pollutant concentration resulting from a point

discharge is directly proportional to river-borne pollutant concentration. Upstream

from the discharge point, it is inversely proportional to river-borne pollutant

concentrations. Figure VI-19 is a graph of fx versus distance from the estuary
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FIGURE VI-19 POLLUTANT CONCENTRATION FROM AN
ESTUARINE OUTFALL (AFTER KETCHUM, 1950)

head for a typical estuary. The solid fx line is also a measure of pollutant

concentration for all points downstream of a pollutant outfall (either discharge

location A or B). The actual concentration (Cx) for any point is equal to this

fx value multiplied by Qp/R which is a constant over all x, Upstream concen-
trations decrease from Co in a manner proportional to upstream salinity reduction

(see dotted lines). It is important to note how even a small downstream shift in
discharge location creates a very significant reduction in upstream steady-state

pollutant concentration. Table VI-10 shows a suggested format for tabulating pollutant
concentrations by the fraction of freshwater method,

Calculation of Conservative Pollutant Concentration

for a Local Discharge

This example will again utilize the eight-segment scheme divised for the
Patuxent Estuary in Example VI-2. The objective is to predict the concentration

distribution of total nitrogen in the estuary resulting from a discharge of 80,000

mgN/sec into segment 4.

The first step is to determine the nitrogen concentration in segment 4.
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TABLE VI-10

SAMPLE CALCULATIOIN TABILE FOR DISTRIBUTION OF A LOCALLY DISCHARGED
CONSERVATIVE POLLUTANT BY THE FRACTION OF FRESHWATER METHOD

[

f.
Co -J , dovin

f.
*Pollutant concentration =

Si
Coi-, upe

o

estuary of the discharge

stuary of the discharge

w
where Co= — f.

R

From Equation VI-26:

co .

=

For segments

Qp fo_

T-
(8x104 mgN/sec x 12.4 hrs/tidal cycle x 3600 sec/hr)(O.46)

5.36x105m3/tidal cycle

3065 mgti = 3.065 mgN/1

m3

1-3, upstream from the discharge, nitrogen concentration is

found by Equation VI-28:

ci=co~
o
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For segment 1:

S1 = 0.8°/00

So = S4 = 5.87.0

CA = 3.065 mgN/1

so

()

0.8 %0
Cl = 3.065 mgN/1 = 0.42 mgN/1

5.8?00

Nitrogen concentrations in segments 2 and 3 are found in an identical way. Table

VI-11 summarizes the information used in the calculation.

For the segments downstream of the discharge, total nitrogen concentration is
found using Equation VI-27:

Ci=cog
o

In segment 5:

f~ = 0.29

f. = fA =0.46

TABLE VI-11

NITROGEN CONCENTRATION IN PATUXENT ESTUARY
BASED ON LOCAL DISCHARGE

Fraction of Mean S. fi
Segment Freshwater Segment .+

~ Concentration
Number fi Salinity o mgN/l

8

7

6

5

3

2

1

0.037

0.112

0.19

0.29

0.46

0.69

0.83

0.93

10.3

9.5

8.7

7.6

5.8

3.3

1.8

0.8

0.08

0.24

0.41

0.63

1 1

0.57 -

0.31 -

0.14 -

0.25

0.74

1.26

1.93

3.06

1.75

0.95

0.43
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and

CL = 3.065 mgN/1

so

()

0.29
C5= 3.065 mgN/1 — = 1.93 mgN/1

0.46

The same procedure yields nitrogen concentrations in segments 6-8, also downstream

of the discharge.

Figure VI-20 below shows the nitrogen concentration distribution over the

entire estuary. Note that the nearer a discharge is to the estuary’s mouth, the

greater the protection rendered the upstream reaches of the estuary.

FIGURE VI-20 HYPOTHETICAL CONCENTRATION OF TOTAL NITROGEN
IN PATUXENT ESTUARY
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6.4.3 Continuous Flow Non-Conservative Pollutants

Most pollutant discharges into estuaries have some components which behave

non-conservatively. A number of processes mediate the removal of compounds from

natural waters, among these:

s Sorption by benthic sediments on suspended matter

l Partitioning

l Decay (by photolysis or biologically mediated reactions)

l Biological uptake

o Precipitation

l Coagulation.
The latter two processes are particularly significant in estuaries. Thus, in addition

to dispersion and tidal mixing, a time-dependent component is incorporated when

calculating the removal of non-conservative pollutants from estuarine waters. The

concentrations of non-conservative pollutants are always lower than those of conserva-

tive pollutants (which have a decay rate of zero) for equal discharge concentrations.
The results of the previous section for conservative constituents serve to set upper

limits for the concentration of non-conservative continuous flow pollutants. Thus,

if plots similar to Figure VI-17 for river discharges and to Figure VI-19 for other

direct discharges have been prepared for flow rates equal to that of the non-conserva-

tive pollutant under study, some reasonable approximations can be made for steady-

state non-conservative pollutant concentrations without requiring additional data.

Assuming a first order decay rate for the non-conservative constituent, its concentra-

tion is given by:

Ct = Coe-kt (VI-29)

where

Ct = pollutant concentration at time “t”

co = initial pollutant concentration

k = decay rate constant.

For conservative pollutants k = O and C = Co under steady-state conditions.

Decay rates are determined empirically and depend on a large number of variables.

Typical decay rates for BOD and coliform bacteria are shown in Table VI-12. If data

are not available for a particular estuary, the use of these average values will

provide estimates.

It should be noted that decay rates are dependent upon temperature. The values

given assume a temperature of 20”C. Variations in k values for differing temperatures

are given by Equation VI-30:

~T-200
‘T = ’20°

(VI-30)

-197-



TABLE VI-12

TYPICAL VALUES FOR DECAY REACTION RATES ‘k’*

Source BOD Coliform

Dyer, 1973 .578

Ketchem, 1955 .767

Chen and Orlob, 1975 .1 .5

Hydroscience, 1971 .05-.125 1-2

McGaughhey, 1968 .09

Harleman, 1971 .069

*k values for all reactions given on a per
tidal cycle basis, 20° C.

where

‘T = decay rate at temperature T

’20 = decay rate at 20°C (as given
e = a constant (normally between

in Table VI-12)

1.03 and 1.05).

Thus an ambient temperature of 10”C would reduce a k value of 0.1 per tidal cycle to

0.074 for ae= 1.03.

Decay effects can be compared to flushing effects by setting time equal to

the flushing time and comparing the resulting decay to the known pollutant removal

rate as a result of flushing. If kt in Equation VI-29 is less than 0.5 for t =

‘f ‘ decay processes reduce concentration by only about one-third over the flushing

time. Here mixing and advective effects dominate and non-conservative decay plays a

minor role. When kTf > 12 decay effects reduce a batch pollutant to 5 percent of

its original concentration in less than one-fourth of the flushing time. In this

case, decay processes are of paramount importance in determining steady-state concen-

trations. Between these extremes, both processes are active in removing a pollutant
from the estuary with 3 < kTf < 4 being the range for approximately equal contri-

butions to removal. Dyer (1973) analyzed the situation for which decay and tidal

exchange are of equal magnitude for each estuarine segment. Knowing the conservative

concentration, the non-conservative steady-state concentration in a segment is

given by:

()

r. for segments downstream
Ci =Co:i=lnn —

1 (VI-31)

o s--s l-(l-ri)e-kt
of the outfall
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and

where

Ci= co:

()

r. for segments upstream
rI 1 (VI-32)

o i=l Y.. > n-l-(l-ri)e-kt of the outfall

Ci = non-conservative constituent mean concentration in segment “i”

co = conservative constituent mean concentration in segment of discharge

r. =1 the exchange ratio for segment “i” as defined by the modified
tidal prism method

n = number of segments away from the outfall (i.e. n = 1 for segments

adjacent to the outfall; n = 2 for segments next to these segments,

etc. )

Other parameters are as previously defined.

In the case of a non-conservative pollutant entering from the river, n = 1, and

the only concentration expression necessary is:

Ci = Ci-l*Bi

where

Bi=~
--

i

(VI-33)

(VI-34)

Table VI-13 shows a suggested format for tabulating pollution concentrations by

the modified tidal prism method.

Continuous Discharge of a Non-Conservative Pollutant

into the Head of an Estuary

The Fox Mill Run Estuary (see Example VI-3) is downstream of the Gloucester,

Virginia, sewage treatment plant. Knowing the discharge rate of CBOD in the plant

effluent, the purpose of this example is to determine the concentration of CBOD

throughout the estuary.

It is first necessary to determine the concentration of CBOD in Fox Mill Run

as it enters the estuary (assume no CBOD decay within the river). The following

information has been collected:

cr, Background CBOD in river 3 mg/l=
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.
Q~, River flow below treatment plant discharge = 0.031 ms/sec

Qd , Treatment plant discharge rate = 0.006 m3/sec

cd ‘ Treatment plant effluent CBOD = 45 mg/l

The CBOD concentration in the river downstream of the treatment plant is found

using the

c

or

c

equation:

q

.

=

To find the

cr(Qr-Qd) + cdQd

Qr

3 mg/1(.031-.006 m3/sec)+45 mg/1(0.006  m3/see)

0.031 m3/sec

11.1 mg/l

CBOD concentration distribution in the estuary, the following additional

data are used:

s s, Chesapeake Bay salinity = 19.0 o/oo (at the mouth of
Fox Mill Run Estuary)

k, CBOD decay constant = 0.3/day

T, Tidal cycle = 12.4 hours

so

kt = 0.3/day x 12.4 hr x 1 day/24 hours

= 0.155

Also necessary are mean salinity values for each estuary segment. Values for

the Fox Mill Run Estuary are summarized in Table VI-14. Fraction of freshwater

values for each segment are found using the formula:
Ss-Si

fi=r
s

The variables are as previously defined.

Next, values of the coefficient Bi must be calculated for each segment
11 . 111. For segment O:

ro, the segment exchange ratio, = 0.74
and

‘o = 0.74
B. =

l-(l-ro)e-kt l-(1-0.74)e-0”155

= 0.95

Coefficient values for all segments are compiled in Table VI-14.

Finally, CBOD concentrations for the individual segment are calculated, beginning

with the uppermost segment and working downstream. The concentration in segment

“i” is found by:

Ci = Ci-’l+Bi
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For segment O, the river is taken as segment “i-1”, and the calculation is as

follows:

CO= 11.13mg/l
()

.75
iz

0.95 = 8.1mg/1

For segment 1:

()

.55
Cl = 8.1 mg/1

x 0.94 = 5.6 mgfl

and so on.

Figure VI-21 depicts this estimate of the distribution of CBOD in the estuary. 

In addition, hypothetical concentrations of a conservative pollutant (k = O) and

coliform bacteria (k = 1.0) are plotted. Downstream concentration diminishes
faster for substances having larger decay constants, as might be expected.

FIGURE VI-21 RELATIVE DEPLETIONS OF THREE POLLUTANTS ENTERING THE
Fox MILL RUN ESTUARY, VIRGINIA
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6.4.4 Multiple Waste Load Parameter Analysis

The preceding analysis allowed calculation of the longitudinal distribution

of a pollutant, either conservative or non-conservative, resulting from a single

waste discharge. However, the planner will probably want to simultaneously assess

both conservative and non-conservative elements from several separate discharges.

This can be accomplished by graphing all desired single element distributions on one

graph showing concentration versus length of the estuary. Once graphed, the resulting

concentration may be linearly added to obtain a total waste load.

The pollutant concentration increment from each source is calculated by assuming

the source is the sole contribution of pollution (i.e. other waste loadings are

temporarily set equal to zero). This method, called superposition, is valid as the

long as volumetric discharge from any of the sources does not significantly influence

the salinity distribution within the estuary. This assumption is

unless the estuary is extremely small and poorly flushed, and the

is large relative to tidal and advective flushing components.

An example of the superposition procedure is shown in Figure

typically true,

volumetric discharge

VI-22. Three local

FIGURE VI-22 ADDITIVE EFFECT OF MULTIPLE WIASTE LOAD ADDITIONS
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point sources of pollutants discharge at locations A, B, and C. A background source

enters the estuary with the river discharge. The contribution due to each source can

be found from the fraction of freshwater method (assuming the pollutants act conserva-

tively) as follows:

‘R
cb=Tfx , x > 0, where x is measured from the head of the estuary

CB =

[

‘B~ fx ,x>B

%f ‘x
R B~ ‘ ‘< B

[
‘c~ fx ,X>c

cc =

I

Wcf ‘x
R CT ‘ ‘< c

where

Cb = concentration due to river discharge

CA, CB, cc = concentrations due to sources A, B, and C, respectively

R = river flow rate

‘A’ ‘B’ ‘C = fraction of freshwater at locations A, B, C, respectively

‘A, SB, SC = salinity at locations A, B, C, respectively.
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The pollutant concentration (above background) at any location in the estuary is:

Sum = CA+CB+CC

and is shown in Figure VI-22. When this is added to the background level, the

total pollutant concentration becomes:

cT=(cA+c~+cc)+cb

The dotted line in Figure VI-22 depicts CT.

The technique of graphing outfall location and characteristics with resulting

estuarine pollutant concentration can be done for all anticipated discharges. This

will provide the planner with a good perspective on the source of potential water

quality problems.

Where the same segmentation scheme has been used to define incremental pollutant

distributions resulting from several sources, the results need not even be plotted to

determine the total resultant concentrations. In this case, the estuary is evaluated

on a segment-by-segment basis. The total pollutant concentration in each segment is

calculated as the arithmetic sum of the concentration increments resulting from the

various sources.

The previous two example problems involved calculations of nitrogen concentra-
tion in the Patuxent Estuary resulting from individual nitrogen sources. The

objective of this example is to find the total nitrogen concentration in the

estuary resulting from both nitrogen sources.
The eight-segment scheme of Examples VI-6 and VI-7 is retained for this

problem. For each segment, the incremental nitrogen increases are summed to give

the total concentration:

c=cb+cA

where

Cb = concentration resulting from the N source discharging into the

estuary at point A.

For segment 1, the calculation is:

C = 1.75 mg/l (from river) + 0.43 m9/l (from local source)

= 2.18 mg/l total nitrogen

Necessary data and final concentrations for each segment are shown in Table

VI-15.
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TABLE VI-15

DISTRIBUTION OF TOTAL NITROGEN IN THE PATUXENT
ESTUARY DUE TO TWO SOURCES OF NITROGEN

Results From
Results From Problem VI-5
Problem VI-4 Total Nitrogen Resultant

Total Nitrogen From Point A Source Concentration
From River (Segment 4) C=cb + CA

Segment Number mgN/l, C mgN/l, CA mgN/l

8 0.07 0.25 0.32

7 0.21 0.74 0.95

6 0.36 1.26 1.62

5 0.55 1.93 2.48

4 0.80 3.06 3.92

3 1.30 1.74 3.04

2 1.56 0.95 2.51

1 1.75 0.43 2.18

River 1.88 0.00 1.88

6.4.5 Dispersion-Advection Equations for Predicting Pollutant Distributions

Dispersion-advection equations offer an attractive method, at least theoretically,

of predicting pollutant and dissolved oxygen concentrations in estuaries. However,

from the point of view of

usually tedious to solve,

the calculations.

Dispersion-advection

including one-, two-, and

hand calculation, the advection-dispersion equations are

and therefore mistakes can unknowingly be incorporated into

equations have been developed in a variety of forms,

three-dimensional representations. The equations in this

section are limited to one-dimensional representations in order to reduce the amount

of data and calculations required.

One-dimensional dispersion-advection equations can be expressed in quite diver-

gent forms, depending on boundary conditions, cross-sectional area variation over

distance, and source-sink terms. O’Connor (1965), for example, developed a variety

of one-dimensional advection-dispersion equations for pollutant and dissolved oxygen

analyses in estuaries, some of which are infeasible for use on the hand-calculation

level.
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The advection-dispersion equations to be presented subsequently in this chapter

can be used to predict:

@ Distributions of conservative or non-conservative pollutants

o Pollutant distributions in embayments

o Dissolved oxygen concentrations.

Solutions from advect ion-dispersion can be superposed to account for multiple

discharges. Example VI-9, to be presented subsequently, will illustrate this

process.

As the name of the equations implies, dispersion coefficients are needed in

order to solve advection-dispersion equations. Tidally averaged dispersion coeffic-

ients are required for the steady-state formulations used here. The tidally averaged

dispersion coefficient (EL) can be estimated from the following expression:

EL=~
A dS/dx

2RSAX

‘-A(SX+M ‘SX-AX )

(VI-35)

(VI-36)

where

S = tidally and cross sectionally averaged salinity in vicinity of

discharge

2Ax = distance between the salinity measurements SX+AX (at a distance

Ax down estuary) and Sx~ (at a distance of Ax up estuary)

R = freshwater flow rate in vicinity of discharge.

The distance interva12Ax  should be chosen so that no tributaries are contained

within the interval.

In the absence of site specific data, the dispersion coefficients shown in

Tables VI-16 and VI-17 can provide estimates

For pollutants which decay according to

state mass balance equation describing their

of dispersion coefficients.

first order decay kinetics,

distribution is:

E
dzc U dC
L~- — - kC =(Idx

The solution to Equation VI-37 is:

I

Co e ‘2X x > O(dOWn estuary)

c=
coe $x x K O(up estuary)

the steady

(VI-37)

(VI-38a)

(VI-38b)
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TABLE VI-16

TIDALLY AVERAGED DISPERSION COEFFICIENTS FOR SELECTED
ESTUARIES (FROM HYDROSCIENCE, 1971)

Low Flow
Freshwater Net Nontidal DISPERSION

Inflow Velocity (Fps) Coefficient
Estuary (cfs) Head - Mouth (mi2/day*)

Delaware River

Hudson River (N. Y.)

East River (N.Y.)

Cooper River (S. C.)

Savannah R. (Ga., S.C.)

Lower Raritan R. (N.J.)

South River (N,J.)

Houston Ship Channel (Texas)

Cape Fear River (N.C.)

Potomac River (Va.)

Compton Creek (N.J.)

Wappinger and

Fishkill Creek (N.Y,)

*1 mi2/day = 322,67 ft2/sec

2,500

5,000

0

10,000

7,000

150

23

900

1,000

550

10

2

0.12-0.009

0.037

0.0

0.25

0.7-0.17

0.047-0.029

0.01

0.05

0.48-0.03

0.006-0.0003

0.01-0.013

0.004-0.001

5

20

10

30

10-20
5

5

27

2-10

1-10

1

0.5-1

where

Co= :*’

U = net velocity

k = decay rate

W = discharge rate of pollutant (at x = O).

For Equations VI-38a and VI-38b to accurately estimate the pollutant distribution

in an estuary, the cross-sectional area of the estuary should be fairly constant over
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TABLE VI-17

TIDALLY AVERAGED DISPERSION COEFFICIENTS
(FROM OFFICER, 1976)

Dispersion Coefficient
Estuary Range (ft2/see) Comments

San Francisco Bay
Southern Arm 200-2,000
Northern Arm 500-20,000

Hudson River

Narrows of Mercey

potomac River

Severn Estuary

Tay Estuary

Thames Estuary

Yaquina Estuary

4,800-16,000

1,430-4,000

65-650

75-750
(by Stomrnel )

580-1,870
(Bowden)

530-1,600
(up estuary)

1,600-7,500
(down estuary)
600-1,000
(low flow)

(high flow)
650-9,200

(high flow)

(low-flow)

Measurements were made at slack
water over a period of one to a
few. days. The fraction of
freshwater method was. used.
Measurements were taken over
three tidal cycles at 25
locations.
The dispersion coefficient was
derived by assuming EL to be
constant for the reach studied,
and that it varied only with
flow. A good relationship
resulted between EL and flow,
substantiating the assumption.
The fraction of freshwater
method was used by taking mean
values of salinity over a tidal
cycle at different cross
sections.
The dispersion coefficient was
found to be a function of dis-
tance below the Chain Bridge.
Both salinity distribution
studies (using the fraction of
freshwater method) and dye
release studies were used to
determine EL.

Bowden recalculated J_ values
originally determined by
Stommel, who had used the
fraction of freshwater method.
Flowden included the fresh-
water inflows from tributaries,
which produced the larger
estimates of E L-
The fraction of freshwater
method was used. At a given
location, ELwas found to vary
with freshw.?ter  inflow rate.
Calculations were performed
using the fraction of fresh-
water method, between 10 and
30 miles below London Bridge.
The dispersion coefficients for
high flow conditions were sub-
stantially higher than for low
flow conditions, at the same
locations. The fraction of
freshwater method was used.
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distance, and the estuary should be relatively long. For screening purposes the

first constraint can be met by choosing a cross-sectional area representative of the

length of estuary being investigated. If the estuary is very short, however, pollut-

ants might be washed out of the estuary fast enough to prevent attainment of a

steady-state distribution assumed by Equations VI-38a and VI-38b. For shorter

estuaries the fraction of freshwater method, modified tidal prism method, or near

field approach are more appropriate.

At times when the freshwater flow rate in an estuary is essentially zero pollutant

concentrations might increase to substantial levels, if tidal flushing is small.

Under these conditions the mass-balance expression for a pollutant obeying first

order kinetics is:

Ed2C-kc=(l (VI-39)
L ~z

The solution to this equation is:

where

for x > 0 (down estuary) (VI-40a)

for x <O (up estuary) (VI-40b)

(VI-41)

When the pollutant is conservative (i.e., k = O), Equation VI-39 reduces to:

d2C
(VI-42)

‘L—=
o

dx 2

The solution is:

(VI-43a)

(VI-43b)

where

ML
co=cL+—

ELA

CL = background concentration of the pollutant at the mouth of the
estuary

L = distance from the discharge location to the mouth of the estuary.
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Equation VI-43 illustrates the important concept that the concentrations of conserva-

tive pollutants are constant up estuary from the discharge location (when the river

discharge is negligible) and decrease linearly from the discharge point to the mouth

of the estuary. Equations VI-40 and VI-43 apply to estuaries of constant, or approxi-

mately constant, cross-sectional area (e.g. sloughs). If the cross-sectional area

increases rapidly with distance toward the mouth, the methods presented in Section

6.5 are more appropriate.

The dissolved oxygen deficit equation (where deficit is defined as the difference

between the saturation concentration and the actual dissolved oxygen concentration)

for one-dimensional estuaries at steady-state conditions is:

L’d!l . E ~2D
L — - k2EI + ;:~

dx dx2

where
D =

L =

‘2 =

k =

Using Equation

deficit D is:

dissolved oxygen deficit

BOD concentration

reaeration rate

BOD decay rate.

IV-38 to represent the BOD distribution, the expression for the

(VI-45)

where

The plus sign (+) is used to predict concentrations up estuary (x < O)

The minus sign (-) is used to predict concentrations down estuary (x > 0)

al = lJ2+4kEL

a2 = U2 + 4kzE~

M = mass flux of dissolved oxygen deficit contained in the discharge.

W = mass flux of ultimate BOD contained in the discharge, (C5 - Ce)4e.

Cs = saturation concentration of dissolved oxygen.

Ce = effluent concentration of dissolved oxygen.

$e = effluent flowrate.

The advantage of expressing the dissolved oxygen concentration in terms of the

deficit is that the principle of superposition can be invoked for multiple discharges

within a single estuary. Specifically:

D=XDi (VI-46)
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and

C= C~-ZDi (VI-47)

where

Di = ‘th dischargedissolved oxygen deficit resulting from the T—

C = final dissolved oxygen concentration

Cs = dissolved oxygen saturation level.

Figure VI-23 shows the relationship between dissolved oxygen saturation and temperature

and salinity.

FIGURE VI-23 DISSOLVED OXYGEN SATURATION AS A FUNCTION
OF TEMPERATURE AND SALINITY

Dissolved Oxygen Concentration Resulting from Two Sources of BOD

Two municipal wastewater treatment plants discharge significant quantities of

BOD into the James River in Virginia. One discharges near Hopewell, and the

second 10 miles further down estuary, near West Point. Calculate the dissolved

oxygen concentration in the estuary as a function of distance. Pertinent data

are:
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BOD5 in Hopewell plant effluent = 69,000 lbs/day

BOD5 in West Point plant effluent, located 10 miles downstream from

Hopewell = 175,000 lbs/day

Freshwater flow rate = 2,900 cfs

Dissolved oxygen saturation =

Cross sectional area = 20,000

Reaeration rate = 0.2/day

Deoxygenation rate = 0.3/day

Dispersion coefficient = 12.5

Effluent dissolved oxygen = O.

8.2 mg/l
ft2

mi2/day

O mg/l.

The dissolved oxygen deficit due to each of the two contributions can be

determined independently of the other using Equation IV-45. The results are

plotted in Figure VI-24. The deficits are added to produce the total deficit

(D(x)) due to both discharges (Figure VI-24a). The distance scale in Figure

VI-24a is referenced to the Hopewell plant. The West Point plant is placed at

mile 10. When the deficit at this location due to the West Point plant is calcu-

lated, set x= O in Equation VI-45. The dissolved oxygen concentration then

becomes C(x) = 8.2-D(x), and is shown in Figure VI-24b.

One example calculation of dissolved oxygen deficit will be shown to illus-

trate the process. Consider the deficit produced at mile 0.0, due to the Hopewell

plant. The waste loading from the Hopewell plant is:

69,000 x 1.46 = 100,000 lbs/day, BOD-ultimate

= 1.16 lbs/sec

When x = O, Equation VI-45 simplifies to:

()

2900 2 4(.3)(12.5)(5280)(5280) ftp
a, = lJ2+4k,EL — + . .077 —

20000 81400 l 86400 sec2

so

cal = .278 ft/sec

a2 = U2 + 4k2EL = 0.058ft2/sec2

50

Ta2 = .242 ft/sec
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FIGURE VI-24 PREDICTED DISSOLVED OXYGEN PROFILE
IN JAMES RIVER
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The deficit is:

(.3)(1.16)
D=

[;-;]=
9.3 x 10-5 lb/ft3 = 1.5 mg/1

20000(.2-.3)

This value is then plotted in Figure VI-24 at mile point 0.0. The deficit

at this location due to West Point is evaluated at x = -10 miles in Equation

VI-45, since West Point is located 10 miles down estuary of Hopewell. A deficit

of 0.6 mg/l is found, and is plotted in Figure VI-24 at mile point 0.0. The total

deficit at Hopewell is 1.5 + 0.6 = 2.1 mg/l, as shown in the figure.

6.4.6 Pritchard’s Two-Dimensional Box Model for Stratified Estuaries

Many estuaries in the United States are either stratified or partially mixed.

Because the circulation of stratified systems is fairly complex, few hand calculation

methods are available for their analysis. Instead computerized solutions are gener-

ally used.

One method developed by Pritchard (1969) which predicts the distribution

of pollutants in partially mixed or stratified estuaries is suitable for hand

calculations provided the user does not require too much spatial resolution.

This method, called the “two-dimensional box model,” divides the estuary horizontally

from head to mouth into a series of longitudinal segments. Each segment is divided

into a surface layer and a bottom layer. The analysis results in a system of n

simultaneous linear equations with n unknowns, where n equals twice the number of

horizontal segments. The unknowns are the pollutant concentrations in each layer.

Division of the estuary into only two horizontal segments results in four

simultaneous equations, which is probably the most one would like to solve entirely

by hand. However, many programmable hand calculators contain library routines for

solving systems of 10 or more simultaneous equations, which would allow the estuary

to be divided into 5 or more horizontal segments. If many more segments are desired,

the solution could be easily implemented on a computer using a numerical technique

such as Gaussian elimination to solve the resulting system of simultaneous linear

equations.

The following information is required for the two-dimensional box analysis:

1) the freshwater flow rate due to the river; 2) the pollutant mass loading rates;
and 3) the longitudinal salinity profiles along the length of the estuary in the

upper and lower layers, and the salinity at the boundary between these two layers.

The upper layer represents the portion of the water column having a net nontidal flow

directed seaward,  and the lower layer represents the portion of the water column

 having net nontidal flow directed up to the estuary. If no velocity data are avail-
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able, these layers can generally be estimated based on the vertical salinity profiles.

Figure VI-25 shows the parameters used in the analysis, which are defined

as follows:

n = segment number, increasing from head toward mouth

(Su)n = salinity in upper layer of segment n

(Sl)n = salinity in lower layer of segment n

(Sv)n = salinity at the boundary between the upper and
lower layers of segment n

‘Su)n-l,  n = salinity in the upper layer at the boundary
between segments n-1 and n

‘Sl)n-l, n = salinity in the lower layer at the boundary
between segments n-1 and n

‘Qu)n-l,  n = net nontidal flow rate in the upper layer from

segment n-1 to n

‘Ql)n-l,  n = net nontidal flow rate in the lower layer from
segment n to n-1

(Qv)n = net upward vertical flow from the lower to the
upper layer of segment n

En = vertical exchange coefficient between the lower and
upper layers of segment n

R = freshwater flow rate due to river

(qu)n = pollutant mass loading rate to upper layer of

segment n (from external sources)

(q~)n = pollutant mass loading rate to lower layer of

segment n (from external sources)

(Cu)n = pollutant concentration in the upper layer of

segment n)

(c~)n = pollutant concentration in the lower layer of

segment n.

Pritchard’s two-dimensional box analysis as presented here requires the following

assumptions:

o Steady-state salinity distribution

@ The pollutant is conservative

l The concentration of the pollutant is uniform within each layer of

each segment and

@ The pollutant concentration at the boundary between segments or layers

is equal to the average of the concentrations in the two adjacent

segments or layers.

Application of the two-dimensional box model involves six steps. These are:

1. Plot the longitudinal salinity profiles in the upper and lower
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FIGURE VI-2J DEFINITION SKETCH FOR PRITCHARD’S TWO-DIMENSIONAL Box MODEL

layers, and at the interface between the two layers. If informa-

tion on the net nontidal velocity distribution is not available to

define the layers, the boundary may be estimated for a given

section of the estuary as the depth at which the vertical salinity

gradient is maximum. The resulting plots will be used to determine

the average salinities in each segment and layer, and the salini-

ties at the boundaries between each segment and layer.
2. Segment the estuary. The number of segments will depend on the

degree of spatial resolution desired, and the limitations of the

hand calculators used to solve the system of simultaneous equations.

The accuracy of the results will generally increase with the number

of segments used, since the assumptions of the analysis are better

satisfied. A minimum of three horizontal segments should probably

be used to obtain even a rough estimate of the pollutant distribution

in the estuary. This will require the solution of six equations

and six unknowns.

3. Compute the net nontidal flows in the upper layer and lower layer

at the boundary between each horizontal segment using Knudson’s
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En =

Hydrographical Theorem (Dyer, 1973):

(Sl)n-l, n
_——

(Qu)n-l, n = R (s, )n-l, ~-(su)n-l, n

‘Sli)n-l, n
(Q, )n, “_l=R

(sl)n_l, n-(s~)fl-l, n

At the upstream freshwater boundary of the estuary:

(Ql)n, *_l = 0“

4. Compute the net upward vertical flows between layers for each

segment using the continuity equation for the upper layer of the

segment:

(Qv)n = (Qu)n, n+l - (Qu)n-l,n (VI-50)

5. Compute the vertical exchange coefficients between layers for each

segment using the salinity balance equation for the upper layer of

the segment, which can be arranged in the following form:

(Qu)n, ~+1 (Su)n, ~+1 - (Qu)n-~, * (Su)n-l, n - ‘Qv)n ‘Sv)n
(VI-51)

(S, )n - (Su)n

(VI-48)

(VI-49)

6. Set up and solve a system of simultaneous linear equations with

one equation for each segment and layer where the pollutant

concentrations are the unknowns. These equations are based on a

pollutant mass balance for each segment and layer. The mass

balance equations are:

l..

- ((

QU)nl,n~(cu)n-l~(cu)n]+(  Qv)n[(cu)~(c)n]+En[ (Cl)fl(Cu)n]

[1

(Cu)n + (cu)n+~
(vI-52)

)J n, n+l + (qu)n = o
2

for the upper layer of segment n and 
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for the lower layer of segment n.

Since most pollutant discharges are buoyant, they should be considered as

loadings to the upper layer, even though they may be physically introduced at

the bottom. Pollutants which are denser than the upper waters and which would

sink to the bottom should be considered as loadings to the lower layer. However, the

analysis is not applicable to pollutants which tend to remain near the bottom and

accumulate in or react with the bottom sediments.

The above mass balance equations can be simplified and rearranged into the

following form:

~Qu)n-l, n] “.)n-ti [-2En] ‘c.): [2E# ‘Qv)n] ‘C)n

+ [-(Qu)n, n+,] (Cu)n+l=  ‘Z(qu)n

for the upper layer of segment n and

[ 1 [
-( Q1)n, n-l (Cl)n-l+  2En - (Qv)nl (Cu)n +

[1
-2En (C,)n

L

for the lower

segment, resul

J L J L J

(VI-54)

(VI-55)

layer of segment n. This pair of equations is written for each

ting in a system of simultaneous equations where the concentra-

tions, (Cu)n and (Cl)n, are the unknowns, the terms enclosed in square brackets

are the coefficients, and the terms on the right hand side of the equations are the

constants.

However, since each equation involves both the upstream and downstream segments
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for a given layer, the boundary conditions at both the upstream and downstream end of

the estuary must be applied so that there will not be more unknowns than equations.

At the upstream end of the estuary, the following boundary conditions apply:

‘Qu)n-l, n = R = river flow rate

(cu)n-~ =c~ = pollutant in river

‘Ql)n, n-1 = O = (no salt water movement upstream into the river).

These conditions simplify the previous equations to:

[-zE, ] (Cu)p [2E~ (Qv), ] (c,)~ [-(QU),,, ] (Cu)fl (Cu), R = ‘2(qu)~2RcR

for the upper layer of the first upstream segment and

0[
2E~ (Qv), ] (Cu), + [-zE, ] (c,)~ [(Q,),,l] (c,); -2(q,),

for the lower layer of the first upstream segment.

For the lower layer of the last downstream segment at the ocean end of

estuary, the following boundary condition is used to simplify the equation:

“l)n+l = O (no pollutant entering the lower layer from the ocean

waters outside the mouth of estuary)

which simplifies the corresponding equation to:

F(QJn d “Jn-l
+[+ - (Qv)n] (Cu)n + [-2En ] (C,)n = -,(q,)n

(VI-56)

(VI-57)

the

(VI-58)

For the upper layer of the last segment at the mouth of the estuary, some

assumption must be made about the pollutant concentration in the upper layer just

outside the mouth to eliminate the (n + 1) term from the equation. If actual data

are available based on field measurements, a measured value of (Cn)n+l  can be

used. This simplifies the corresponding equation to:

(VI-59)

where Co is the measured pollutant concentration in the surface waters outside

the mouth of the estuary. If no data are available, the simplest assumption that can

be made is that the concentration outside the mouth equals the concentration in the

surface layer of the last segment inside the mouth, or (Cu)n+l  =

the concentration outside the mouth may be assumed to equal some

concentration inside the mouth, or:

(Cu)n. Alternatively,

fraction of the

“u)n+l = fc (Cu)n
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where fc is the selected fraction. The previous assumption (Cu)n+l = (Cu)n

is one case of this second assumption where the fraction equals one (fc = 1).

Using the second more general assumption, the equation of the upper layer of the last

downstream segment simplifies to:

FQJ- J ‘cu)n-l  + [-”n- ‘c “u)” J ‘Cu)u [“~ ‘Q,),] “Jfl “(qu)n

VI-60)

Step (6) of the two-dimensional box analysis involves computing all of the

coefficients and constants in the system of equations defining each segment and

layer (Equations VI-54 and VI-55) and applying the boundary conditions to produce

equations for the first upstream and last downstream segments in the estuary (Equations

VI-56 through VI-60). The coefficients and constants are functions of the variables

previously computed in steps (3) through (5). The resulting equations are then

solved using library routines in programmable hand calculators, or by programming an

appropriate numerical technique such as Gaussian elimination on either a programmable

hand calculator or a computer.

Since the analysis requires application of the boundary conditions at the

freshwater head of the estuary and the coastal mouth of the estuary to obtain

the same number of equations as unknowns, the entire estuary must be included

in the first cut analysis. The initial analysis will yield the overall pollutant

distribution throughout the entire estuary. Once this is determined, the analysis

could be repeated to obtain more detail for smaller portions of the estuary by using

the first cut results to estimate the pollutant boundary conditions at each end of

the region of concern, and then rearranging equations (7) and (8) so the terms

involving the concentrations outside the specified regions are treated as constants

and moved to the right hand side of the equations.

The Pritchard Model theoretically allows external pollutant loading to be

introduced directly into any segment along the estuary. By moving external loadings

from the head to near the mouth of the estuary, the planner can predict how pollutant

levels are affected. However, experience with the model has shown that when external

side loadings are considerably larger than those which enter at the head of the

estuary, model instabilities can arise. When this occurs, the pollutant profile

oscillates from segment to segment, and negative concentrations can result. It is

recommended that the user first run the Pritchard Model by putting all pollutant

loading into the head of the estuary. This situation appears to be always stable,

and, as the following example shows, reasonable pollutant profiles are predicted.
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Pollutant Distribution in a Stratified Estuary

The Patuxent River in Maryland is a partially stratified estuary, where

the degree of stratification depends on the freshwater flow rate discharged

at the head of the estuary. Table VI-18 shows the salinity distribution within

the estuary under low flow conditions for each segment and layer. The location of

each layer is shown in Figure VI-26. Also shown in the table is the pollutant

distribution by layer and segment for a mass flux of 125 lbs/day (57 kg/day) of

conservative pollutant input at the head of the estuary.

The pollutant distribution was predicted by solving on a computer the

12-segment, 2-layer system (24 simultaneous equations). The salinity distribution

shown in Table VI-18 was used as input data. As a point of interest, the same

network was solved using the model WASP (courtesy of Robert Ambrose, ERL, U.S.

Environmental Protection Agency, Athens, Georgia), which is a dynamic two-dimen-

sional estuary model. Instead of using salinity directly, WASP predicts the

salinity distribution based on dispersive and advective exchange rates. The

salinity distribution predicted by WASP is the same as shown in Table VI-18, which

was used as input to Pritchard’s Model. After running WASP to steady-state

conditions, the pollutant distribution throughout the estuary was virtually the

same as predicted by Pritchard’s Model.

The pollutant distribution in the Patuxant estuary will be solved in detail

using 4 segments instead of 12. The resulting system of 8 simultaneous equations

can be solved on a variety of hand-held calculations. The tabulations below show

salinities at each segment boundary, and the horizontal flow rates in the upper

and lower layers.

Boundary ‘Su)n-l,n (Sl)n-l,n  (Qu)n-l,n  (Ql~n, n-1
-9 mg/1 -Cl mg/1 -Cl m3/sec m /see

0, 1 0.0 0.0 3.3* 0.0

1, 2 4960. 5080. 116.7 113.4

2, 3 9420. 9640. 139.5 136.2

3, 4 11445. 11860. 94.3 91.0

4, 5 13500. 13500. 156.8 153.5

*This is the specified river inflow rate, R.

The flow rates were calculated from Equations VI-48 and VI-49, while the salinities

were found directly from Table VI-18.
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TABLE VI-18

SALINITY AND POLLUTANT DISTRIBUTION IN PATUXENT
ESTUARY UNDER LOW FLOW CONDITIONS

Salinity Pollutant Concentration
(as Chloride, mg/l) (mg/l)

Segment Number Upper Layer Lower Layer Upper Layer Lower Layer

1

2

3

4

5

6

7

8

9

10

11

12

boundary

496.

1831.

3771.

6050.

8040.

9310

10010.

10790.

11240.

11830.

12100.

12750.

13500.

524.

1940.

3970.

6280.

8220.

9910.

10660.

11070.

11760.

12120.

12650.

12850.

13500.

0.193

0.173

0.144

0.100

0.081

0.062

0.051

0.040

0.033

0.025.

0.021

0.011

0.0

0.192

0.171

0.141

0.108

0.078

0.053

0.042

0.036

0.025

0.020

0.013

0.009

0.0

The salinities within each layer, the salinity and flow rate between the interface

of each layer, and the exchange coefficients are tabulated below.

(Su)n (Sv)n (S1)n (Qv)n ‘nSegment
n mg/1-Cl mg/1-Cl  mg/1-Cl  m3/sec m3/sec

1 1830 1890 1940 113. 3260.

2 8040 8130 8220 23. 3140.

3 10790 10930 11070 -45. 930.

4 12100 12380 12650 63. 280.
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The flow rates were found from Equation VI-50, and the exchange coefficients

from Equation VI-51.

Substituting these data into the pollutant mass balance expressions (Equations



FIGURE VI-26 PATUXENT ESTUARY MODEL SEGMENTATION
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VI-54 through VI-59), the following system of equations result:

The value -1.32 in the first row of the right-hand side column vector is twice the

loading of pollutant which comes into the upper layer of the first segment, as

required in Equation VI-56. The units are in gm/sec to be compatible with the

units of the remaining terms in the equations:

~ = 125 lbs/day = 0.66 gm/sec.
so 2M = 250 lbs/day = 1.32 gm/sec

The pollutant distribution which results from solving the eight linear

equations is:

(cu)~ = (0.17)

(cJ~ = (0.17)

(Cu)z = (0.08)

(q)z = (0.08)

(CU)3 = (0.04)

(CJ3 = (0.04)

(CU)4 = (0.02)

(c~)4 = (0.01)

These values are nearly the same as found when 12 segments were used, which

indicates 4 segments are sufficient to accurately predict pollutant distri -

bution for this problem.

6.5 POLLUTANT DISTRIBUTION FOLLOWING DISCHARGE FROM A MARINE OUTFALL

6.5.1 Introduction

Numerous coastal

the maximum allowable

states have enacted water quality standards which limit

concentration of pollutants, particularly metals and organic
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toxicants, which can be discharged into estuarine and coastal waters. The standards

normally permit that an exempt area, called a mixing zone, be defined around the

outfall where water quality standards are not applicable. For example, the Water

Quality Control Plan for Ocean Waters of California (State Water Resources Control

Board, 1978) sets forth the following statement directed at toxic substance limitations:

“Effluent limitations shall be imposed in a manner prescribed

by the State Board such that the concentrations set forth . . . as

water quality objectives, shall not be exceeded in the receiving

water upon the completion of initial dilution.”

The mixing zone, or zone of initial dilution (ZID), is

the volume of water where the wastewater and ambient saline

first few minutes following discharge, when the plume still

As the wastewater is discharged, it normally begins to rise

and momentum, as illustrated in Figure VI-27.

non-rigorously defined as

water mix during the

has momentum and buoyancy.

because of its buoyancy

If the ambient water column is stratified and the water depth is great enough,

the rising plume will not reach the surface of the water, but rather will stop at the

level where the densities of the plume and receiving water become equal. This level

is called the plume’s trapping level. (See Figure VI-27.) Due to residual momentum,

the plume might continue to rise beyond the trapping level, but will tend to fall

back after the momentum is completely dissipated. Once the plume stops rising, the

waste field begins to drift away from the ZID with the ambient currents. At this

time, initial dilution is considered complete. Section 6.5.2, which follows, shows

how initial dilution is calculated, and then Sections 6.5.3 and 6.5.4 illustrate how

pollutant concentrations at the completion of initial dilution can be predicted.

Sections 6.5.5 and 6.5.6 explain methods of predicting pollutant and dissolved oxygen

concentrations, respectively, as the waste field migrates away from the ZID.

The methods presented in Sections 6.5.2 through 6.5.6 are applicable to strati-

fied or non-stratified estuaries, embayments, and coastal waters. The methods assume

that reentrainment of previously discharged effluent back into the ZID is negligible.

Reentrainment can occur if the wastewater is discharged into a confined area where

free circulation is impaired or because of tidal reversals in narrow estuaries.

6.5.2 Prediction of Initial Dilution

6.5.2.1 General

Discharge to bodies of water through submerged diffusers is a common waste

water management technique. A diffuser is typically a pipe with discharge ports

spaced at regular intervals. Such discharges are often buoyant with high exit

velocity relative to the ambient velocity. The resulting waste streams act as plumes

or buoyant jets. The velocity shear between ambient and plume fluids results in the
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FIGURE VI-27 WASTE FIELD GENERATED BY MARINE OUTFALL

incorporation of ambient fluid into the plume, a process called entrainment. Initial

the plume as the plumedilution results from the entrainment of ambient fluid into

rises to its trapping level.

The magnitude of initial dilution depends on a number of factors including,

but not limited to, the depth of water, ambient density stratification, discharge
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rate, buoyancy, port spacing (i.e. plume merging), and current velocity. These

factors may be referred to collectively as the diffuser flow configuration or simply

the flow configuration. Depending on the flow configuration, the initial dilution

may be less than 10 or greater than 500. As attaining water quality criteria may

often require relatively high initial dilution, the need to be able to estimate

initial dilution for various flow configurations becomes apparent.

Other than actually sampling the water after a facility is in operation,

there are various ways to estimate pollutant concentrations achieved in the vicinity

of a particular diffuser. A scale model faithful to all similarity criteria could

yield the necessary dilution information. Dimensional analysis and empirical formulae

may also be very useful. Alternatively, a numerical model based on the laws of

physics may be developed. This method is chosen to provide initial dilution estimates

here because it is more cost-effective than field sampling and more accurate than a

scale model.

Any numerical model used to provide dilution estimates should faithfully

replicate the relevant plume relationships and should be verified for accuracy.

The plume model MERGE (Frick, 1981c) accounts for the effects of current ambient

density stratification and port spacing on plume behavior. In addition, it has been

extensively verified (Frick, 1981a, 1981b; Tesche et al ., 1980; Policastro et al .,

1980; Carhart et al ., 1981).

There are several ways of presenting the initial dilution estimates. MERGE may

be run for specific cases or run for many cases spanning a range of conditions and

presented in nomogram or tabular form. The latter method is the most compact. The

resulting initial dilution tables display values of dilution achieved at the indicated

depths and densimetric Froude numbers. One hundred tables are presented in Appendix
G for various combinations of port spacing, density stratification, and effluent-to-

current velocity ratio.

Before describing the tables in more detail and discussing examples, it may be

helpful for some users to read the following, occasionally technical, discussions of

the plume model MERGE (Section 6.5.2.2) and of basic principles of similarity (Section

6.5.2.3). Others may want to advance directly to Section 6.5.2.4 describing table

usage.

6.5.2.2 The Plume Model MERGE

MERGE is the latest in a series of models whose development began in 1973.

Various stages of model development have been recorded (Winiarski and Frick, 1976 and

1978; Frick, 1981c). In the realm of plume modeling, MERGE belongs to the Lagrangian

minority since more models are Eulerian. The model can be demonstrated to be basically

equivalent to its Eulerian counterparts (Frick and Winiarksi, 1975; Frick, 1981c).

Time is the independent variable which is incremented in every program iteration

based on the rate of entrainment.
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To simplify the problem, many assumptions and approximations are made in

plume modeling. In MERGE, steady-state is assumed and the plume is assumed to

have a round cross section everywhere.

The MERGE user may input arbitrary current and ambient density profiles.

The model includes a compressible equation of continuity so that the predictions

are also valid for highly buoyant plumes. It accounts for merging of adjacent

plumes but only when the ambient current dilution is normal to the diffuser pipe. In

many cases, this is not a significant restriction as many diffusers are oriented to

be normal to the prevailing current direction.

The model contains an option for using either constant or variable coeffients

of bulk expansion in the equation of state. The water densities in Table VI-19

are generated using the model’s density subroutine based on actual temperatures

and salinities (i.e. effectively using variable coefficients). If temperature

and salinity data are unavailable then the model can be run based on density data

alone. The latter method is satisfactory for relatively high temperatures and

salinities because the equation of state is relatively linear with these variables in

that range. However, for low densities and temperatures gross inaccuracies may

result. Unfortunately, the initial dilution tables are based on the latter method.

A more accurate representation would greatly increase the number of tables necessary

to cover all the cases. Users with applications involving cold, low salinity water

are urged to run the more accurate form of the model.
The success of MERGE in predicting plume behavior is primarily attributable

to two unique model features. The first of these relates to the expression of

forced entrainment. Entrainment may be attributed to the velocity shear present even

in the absence of currents, i.e. aspiration, and to current-induced entrainment,

sometimes called forced entrainment.

The forced entrainment algorithm in MERGE is based on the assumption that

all fluid flowing through the upstream projected area of the plume is entrained.

This hypothesis is based on well-established principles and observations (Rawn

et al ., 1960; Jirka and Harlman 1973). Paradoxically, the hypothesis has never

been implemented in numerical models before. The projected area normally contains

linear and quadratic terms in plume diameter, whereas in conventional modeling,

forced entrainment is generally expressed as a linear function of diameter. It is

necessary to include additional sources of entrainment to make up the difference when

so expressed.

The second feature is the use of a constant aspiration coefficient. This

coefficient is often considered to be variable (e.g. Fan, 1967). The need for

a variable coefficient is attributable to the fact that many models predict centerline

plume values. For plumes discharged vertically upward into density stratified

ambient water, such models are expected to predict the maximum penetration of the

plume. To achieve agreement requires a relatively small aspiration coefficient.
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However, when the same models are used to predict the trajectories of horizontally

discharged buoyant plumes, a larger coefficient is required. Consequently the

aspiration coefficient must be variable.

Although relatively advanced, MERGE does have its limitations. Some of these

are a result of the assumptions already discussed. For example, the plumes are

assumed to be round, whereas some evidence indicates substantial deviation from this

idealization (Abramovich, 1963). Other important limitations are listed below:

Diffuser parallel current: The model does not predict plume dilution

for cases of current flowing parallel to the diffuser pipe. This is a

severe limitation especially in some ocean applications because this

case may be expected to result in the lowest initial dilutions.

Surface entrainment interference: The model does not properly account

for interracial boundary conditions. Dilutions near the surface or

bottom may be overestimated because entrainment will be assumed where

water is unavailable for entrainment.

Horizontal homogeneity: The model assumes homogeneous horizontal

current although bottom topography, internal waves, or other factors may

cause considerable spatial flow variations. This is in addition to

temporal variations which are excluded by virtue of assumed steady-state.

Uniform discharge: It is assumed that an infinitely long diffuser exists

for which there is no port-to-port variation in effluent characteristics.

6.5.2.3 Similarity

The success of a set of tables in describing an infinite number of possible

diffuser, effluent, and ambient flow configurations depends on the principles

of similarity. Basically, similarity theory states that model and prototype will

display equivalent behavior if a limited number of similarity conditions or parameters

are preserved. Equivalent behavior means that relative to appropriate measures the

behavior will be equal. For example, if all similarity parameters are preserved,

then the height of rise predicted by the model and observed in the prototype will be

equal when measured in terms of the initial diameters of the corresponding plumes.

The number of similarity conditions is determined by the difference between the

number of independent variables and primary variables involved in the problem (Streeter,

1961). Primary variables must include mass, time, and distance. The present problem

involves eleven independent variables implying eight similarity conditions. The

independent variables, corresponding symbols, units, similarity parameters, and their

names are listed in Table VI-20. As the dilution tables are based on a linear

equation of state, the effluent and ambient densities pe and pa, respectively,

replace four independent variables: the effluent and ambient salinities and tempera-

tures. This effectively reduces the number of similarity conditions by two to six.
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It is advantageous to further reduce the number of similarity conditions to

minimize the number of tables necessary to represent the flow configurations of

interest. From experimental observations, it is found that plume behavior is basic-

ally invariant for large Reynolds numbers reducing the number of similarity conditions

to five. Finally, the ratio pe/pa and the stratification parameter can be combined

in a composite stratification parameter, SP, where:

SP = (pa-pe)/(dodpa/dz)

This is a satisfactory similarity parameter providing that differences in

model and prototype densities are not too great. The assumption is valid for

discharge of municipal waste water into estuarine or coastal waters. Figures

VI-28 and VI-29 demonstrate the effectiveness of this parameter. The same similarity

conditions are shared for both cases. The two figures show rise and dilution to be

within about a percent of each other even though the stratification and initial

buoyancies are much different. With only four similarity conditions to be satisfied,

the problem can be represented by considerably fewer model runs than if six similarity

conditions were required.

6.5.2.4 Table Usage

To use the dilution tables to estimate dilutions, it is necessary to calculate

the appropriate similarity parameters and know the depth of the outfall. Calculation

of the four similarity parameters Fr, SP, k, and PS, given in Table VI-20 requires

knowledge of all the variables except v. The dilution tables are shown in Appendix G.

The depth used in the dilution tables is expressed in terms of the diameter

of the ports; that is, the vena contracta diameter. For bell-mouthed ports, this

diameter is approximately equal to the physical diameter of the port. Thus, if the

actual depth of water is 10 m and the port diameter is 10 cm, then the depth of water

is 100-port diameters.

The dilution tables are numbered from 1 through 100 and are grouped by port

spacing as listed below:

Tables Port Spacing (PS) (Diameters)

1-20 2

21-40 5

41-60 10

61-80 25

81-100 1000 (effluent from each port

acts as a single plume)
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Each group of 20 is further subdivided by current velocity to effluent velocity

ratio (k), i.e. :

Current Velocity to Effluent
Tables Velocity Ratio (k)

1-5 0.1

6-10 0.05

11-15 0.02

16-20 0.00 (no current)

Each subgroup of five tables is comprised of tables of varying composite density

stratification (SP):

Tables Composite Stratification Parameter (SP)

1 200 (high stratification)

2 500

3 2000

4 10000

5 infinity (no stratification)

Finally, each table includes densimetric Froude number, Fr = 1, 3, 10, 30, 100,

and 1000 to represent cases ranging from highly buoyant plumes to almost pure

jets. The dilutions are tabulated with plume rise. The following examples demonstrate

how the tables may be applied.

Calculation of Initial Dilution

Example A. This example demonstrates many of the basic features of the
dilution tables and their Usage. It also includes a method for estimating

the plume diameter indirectly using information derived from the tables. The

surface.

method is used in cases of unmerged or slightly merged plumes and is necessary to

better estimate plume dilution when the plume is shown to interact with the water

waste water is discharged horizontally at a depth of 66 m from a

simple pipe opening and that:

‘a = the

v = the

Pe = the

Pa = the

L = the

current velocity = 0.15 m/s

effluent velocity = 1.5 m/s

effluent density = 1000 kg/m3

ambient density

port spacing =

at discharge depth = 1015 kg/m3

infinite
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do = the port discharge vena contracta diameter = 1.7 m

dpa/dz = the ambient density stratification = 0.0441 kg/m4

The four similarity parameters necessary to use the tables are:

Fr = the densimetric Froude number = 3.0

k = the current to effluent velocity ratio = 0.1

SP = the composite stratification parameter = 200

PS = the port spacing parameter = infinity.

The infinite port spacing indicates that the dilutions will be found in the last

20 tables of the dilution tables in Appendix G, i.e., Tables 81-100. These tables

are appropriate because merging does not occur with PS = infinity. The current to

effluent velocity ratio of 0.1 indicates that the appropriate dilutions are among

five tables as the correct reference location. Finally, the

number of 3.0 isolates the second column as the one containing

interest.
dilutions contains a wealth of information about the plume

the first five of these 20 tables. The stratification parameter 200 identifies

the first of these

densimetric Froude

the information of
The column of

whose overall behavior is described in Figure VI-30. After rising one diameter

(1.7 m), the average plume dilution (expressed in terms of volume dilution) is

2.8. In other words, a given amount of plume volume has been diluted with 1.8

times as much ambient fluid. After rising 2 diameters (3.4 m), the average

dilution is 3.7, and so on. At 15 diameters rise, the dilution is 21.4. The next

entry follows in a line headed by “T”, indicating that the initial trapping level

has been reached. This means that the plume and ambient densities are equal at

this level and momentary equilibrium has been attained. The “trapping” level

dilution is 26.2 and the corresponding plume rise, set off in parentheses to the

right of the dilution, is 17.0 diameters. The parentheses are a mnemonic for

indicating trapping while values set off in square brackets are merging level

plume rises.

When a plume intercepts the water surface, it is deprived of some of its

entraining surface and consequently the dilution is less than that indicated in

the tables. For well-diluted, unmerged or slightly merged plumes, wih k not equal

to zero, the plume diameter, d, may be estimated:

d =do~ (VI-61)

In dimensionless units, or diameters:

(VI-62)

In the present case, the diameter at maximum rise calculated in this way is
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FIGURE VI-30 SCHEMATIC OF PLUME BEHAVIOR PREDICTED BY MERGE IN
THE PRESENT USAGE

25.2 diameters (42.8M). Thus the top of the plume is 34.8 diameters (22.2 +

12.6) above the level of the outfall, i.e. 12.6 diameters above the plume centerline,

and 4.0 diameters below the surface. Therefore, surface interaction does not occur.

For the sake of comparison, the plume diameter calculated by the program at

maximum rise is 23.5 diameters which compares favorably with the simplified

estimate made above.

Example B. Suppose that all the conditions given in Example A apply here

except that the depth of water is only 29.7 diameters (50.5 m). Table 81 is

again used to provide dilution estimates; however, surface interaction does

occur. A conservative estimate of initial dilution is obtained by assuming

that entrainment stops as soon as the top boundary of the plume intersects

the surface. In reality, some additional ambient water could be expected to

enter through the sides of the plume.
When the centerline depth of the plume is 20 diameters, its dilution is

37.3and its approximate diameter is 19.4 diameters (33m). Consequently,

the top boundary of the plume is 29.7 diameters above the level of the outfall and

is equal to the depth of water. Thus the dilution of 37.3 provides a conservative
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estimate of initial dilution in this case.

Example C. Suppose the following data apply:

u = 0.15 m/sa
v = 1.5 m/s

Pe = 1000 kg/m

Pa = 1015 kg/m

‘1 = 0.34 m

do = 0.17 m

dpaldz = 0.0441 kglm4

Then, Fr = 9.5, k= 0.1, SP = 2000, and PS = 2, and Table 3 in Appendix G

is the appropriate source of dilution information. As the Froude number is

almost equal to 10, column 3 information can be used without modification a though
interpolation may be appropriate in some applications. The plumes merge almost

immediately at a dilution of 2.1. The initial trapping level is encountered after

the plume rises 89.4 diameters (15.2 m). The maximum dilution is 76.2 after

rising 125 diameters (21.3).

For closely spaced plumes, the diameter may be estimated from the relationship:

d/d. = (mD) (4 k PS) (VI-63)

The maximum diameter estimated in this way is 299 diameters (50.9 m).

In contrast, the program gives a value of 268 diameters (45.5 m). No surface
interaction occurs in deep water. In very shallow water, a conservative estimate

of dilution may be made by dividing the total flow across the length of the

diffuser by the flow through the diffuser. It is conservative because no aspira-

tion entrainment is included in the estimate.

Table 3 contains a blank entry in the second column of the 90-diameter

rise line. The previous entry in the column indicates trapping. This means

that trapping and the 90-diameter rise level occurred in the same iteration.

Therefore, the dilution of 41.3 is the appropriate value for this blank.

Example D. The methods given in Examples A and C for estimating the plume

diameter are not accurate when intermediate degrees of merging exist. If surface
interaction is important, it may be necessary to run the model to obtain accurate

Plume diameter predictions.

Example E. Sometimes outfalls or diffusers are located in water only a few

port diameters deep and, as a result, initial dilutions may be expected to be

quite small. However, after the plumes reach the surface, they still have sub-

stantial horizontal velocity and continue to entrain ambient water more vigorously

than a plume whose trajectory is unhindered by surface constraints. The workbook

by Shirazi and Davis (1976) may be consulted to estimate additional dilution.
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Example F. Strong stratification inhibits plume rise. As stratitication

weakens, plume rise and dilution tend to increase. Predicting large dilutions

and plume rises can require more program iterations than used to develop the

tables in Appendix G. On the other hand, very large dilutions are usually of

lesser interest. Consequently, the number of iterations is arbitrarily limited to

1000 and rise to 300 diameters. Table 94 provides examples in which the runs for

each densimetric Froude number are limited by the permitted number of iterations.

The final dilutions listed are underlined to remind the user that larger dilutions

and plume rises occur. When the rise limitation criterion has been reached, a

rise of 300 diameters or slightly more will be indicated.

Example G. Many diffusers have horizontally discharging paired ports

on each side of the diffuser. In cross current, the resulting plume behavior

appears somewhat like that shown in Figure VI-31. The upstream plume is bent over

the counterflowing current and ultimately may be entrained by the downstream

plume. The entrainment of pollutant laden fluid will reduce the overall dilution

in the merged plumes. Estimates of the magnitude of this effect may be made if it

may be assumed that:

o The interaction occurs

o There is merging of adjacent plumes to assure cross diffuser merging

and not interweaving of plumes

o The opposite plumes have similar rise and overall entrainment

o There are no surface constraints

of= (D2)/(2D - De) (VI-64)

where D is the dilution at maximum rise of the downstream plume as given in
the tables and De is the dilution of the downstream plume upon entry into the

bottom of the bent over upstream plume (see Figure VI-31). De is estimated by

finding the distance in diameters, Ze, between the depth at entry and the port

depth. The dilution at this depth is

dilution tables or interpolated. The

depth at which maximum rise occurs.

depth so calculated is Ze.

Given that Fr = 3, PS = 25, SP =

plumes are injected into the ambient

read from the appropriate line in the

maximum radius of the plume is added to the

The difference between the port depth and the

2000, and k = 0.1, and that identical

water from both sides of the diffuser.

From Table 63, it is found that the dilution is 270 and the rise is 55.1 diameters.

The width of the plumes may be estimated:

d/d. = (m270)/[4(0.1) (25)1 = 85
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Figure VI-31

(cf. the computer calculated width of 83 diameters). Therefore, the vertical

distance between the ports

and De = 15.5 as estimated

Df may now be calculated:

Df = 270/[ 2(270) -

and the plume entry level is 55.1-85/2 = 12.6 diameters,

from the table at rise equal to 12 diameters.

15.5] = 139

This result may have been anticipated: the dilution is effectively halved.
This is the outcome whenever the entry level, Ze, is small. In many cases,

halving the dilution provided in the tables gives an adequate estimate of the

overall dilution achieved by the cross diffuser merging plumes.

Example H. Given that PS = 25, SP = 200, k = 0.0, Fr = 10, and that an

estimate of the centerline dilution at maximum rise is required. By consult-

ing Table 77, it is found that the average dilution at maximum rise is 26.0.

Since there is no current and virtually no merging, this value can be divided by

1.77 to obtain the centerline dilution (based on a gaussian profile, see Teeter

and Baumgartner, 1979). The centerline dilution is 14.7.

With identical conditions except for port spacing of 2 instead of 25,

Table 16 shows that the dilution at maximum rise is 11.6. The centerline dilution

is again smaller but not by the same percentage amount. For the 3/2 power profile,

similar to the gaussi an, the peak-to-mean ratio in stagnant ambient and complete

merging is 1.43 (Teeter and Baumgartner, 1979). Thus the centerline dilution may

be found to be 8.1.
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The peak-to-mean ratios given above are flow-weighted and are obtained

through a straightforward integration. Unfortunately the problem is not as

simple when current is present because the gaussian or other arbitrary profiles of

velocity are superimposed onto a non-zero average velocity. Hence, in high

current, the peak-to-mean ratio for single plumes assuming the 3/2 power profile

is 3.89. For merged plumes, the ratio is lower. For intermediate currents, the
ratio is between the corresponding extremes depending on the degree of merging and

the actual current velocity.

Fortunately, many standards and regulations - for example, the Federal

301(h) regulations - are written in terms of average dilutions. Also, repeated

measurements in the field are likely to provide estimates of average concentrations

before estimates of maximum concentrations are possible. Thus, the user of MERGE

is normally not concerned with centerline dilutions. It is useful to remember

that estimating average dilutions using centerline models involves not only the

use of variable peak-to-mean ratios but also variable aspiration coefficients.

6.5.3 Pollutant Concentration Following Initial Dilution

The concentration of a conservative pollutant at the completion of initial

dilution is expressible as:

Ce-ca
Cf=ca+r

a
(VI-65)

where

Ca = background concentration, mg/l
Ce = effluent concentration, mg/l

Sa = initial dilution (flux-averaged)

Cf = concentration at the completion of initial dilution, mg/l.

When the background level, Ca, is negligible Equation VI-65 simplifies to:

Ce

Cf ‘s

This expression can be used to predict the increased pollutant

ambient, as long as the effluent concentration greatly exceeds

(VI-66)

concentration above

the ambient concen-

tration. It is interesting to note that when the effluent concentration is below

ambient, the final pollutant concentration is also below ambient.

Since water quality criteria are often prescribed as maximum values not to be

exceeded following initial dilution, it is useful to rearrange Equation VI-65 to

-248-



express the maximum allowable effluent concentration as follows:

(Ce)max = Ca + (Sa)min (cc -Ca) (VI-67)

where

(Ce)max = maximum allowable effluent concentration such that

water quality criteria are not exceeded

cc = applicable water quality criterion

(Sa)min = minimum expected initial dilution.

Since initial dilution is a function of discharge and receiving water character-

istics, as discussed in detail in Section 6.5.2, finding an appropriate “minimum”

initial dilution is not a trivial problem. Most often, initial dilutions are

lowest when density stratification is greatest. For a given stratification profile,

dilutions generally decrease at lower ambient current speeds and higher effluent flow

rates. Based on expected critical conditions in the vicinity of the discharge, the

tables in Appendix G can be used to predict (Sa)min.

Analysis of the effluent wastewater from a treatment plant discharging

into a large west coast estuary revealed that the effluent contained a number of

priority pollutants. A few of the pollutants and their

are shown below.

Concentrations (~g/1)
Priority Pollutant Dry Weather Wet Weather

copper 32.3 61.9

zinc 33.0 180.0

mercury not detected 3.5

measured concentrations

Criterion Level
Mm

4.0

58.0

0.025

lindane 8.6 not detected 0.16

The critical initial dilution has been determined to be 30. If the criterion

levels are designed to be complied with at the completion of initial dilution,

determine if the criteria for the four priority pollutants are contravened.

A cursory review of the tabulations above shows that all detected effluent

pollutant concentrations (i.e., undiluted concentrations) exceed the criteria

levels, other than zinc during dry weather flow conditions. Hence if initial

dilutions were to become low enough, each of the four priority pollutants could

violate water quality criterion for either dry or wet weather conditions.
Using the minimum initial dilution of 30, the final pollutant levels can be

predicted using

final pollutant

Equation VI-66,

levels compared

by assuming

with the cri
background levels are neglible. The

terion levels are shown below.
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Final Concentrations (Pg/1)
Priority Pollutant Dry Weather Wet Weather

copper 1.1 2.1

zinc 1.1 6.0

mercury 0.1

lindane 0.3

Criterion Level
(v9/1 )

4.0

58.0

0.025

0.16

Both mercury and lindane violate the criteria while copper and zinc do not.

However, copper levels are sufficiently close to the criterion of 4.0 wg/l to

warrant further attention.

6.5.4 pH Following Initial Dilution

The pH standard governing wastewater discharges into estuarine or coastal

waters is usually quite strict. Typically, state standards require that the pH

following initial dilution not deviate by more than 0.2 units from background.

A step by step approach is presented here that can be used to determine whether

a discharge will comply with a standard of this type.

Step 1. The following input data are required:

Sa = initial dilution

Al ka = alkalinity of receiving water, eq/l

Al ke
= alkalinity of effluent wastewater, eq/l

pHa = pH of receiving water

pHe = pH of effluent wastewater

K cKaa,l, ‘1 = equilibrium constant for dissociation of carbonic acid

in wastewater and receiving water, respectively (first

K cKa
acidity constants)

a92y ‘2 = equilibrium constant for dissociation of bicarbonate in

wastewater and receiving water, respectively (second

acidity constants)

Kw, CK = ion product for wastewater and receiving water,
w

respectively.

Table VI-21 shows values of the equilibrium constants and ion product of water. For

seawater, typical values of pH and alkalinity are 8.3 units and 2.3meq/l, respectively.

Step 2. Calculate the total inorganic carbon concentrations in the effluent

wastewater (Cte) and receiving water (Cta):

Kw
Alke -—

[H+]e
+ [H+]e

c=te (a, + 2~2)e
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TABLE VI-21

VALUES OF EQUILIBRIUM CONSTANTS AND ION PRODUCT OF
WATER AS A FUNCTION OF TEMPERATURE FOR FRESHWATER

AND SALT WATER

-log Ka ~ -log Ka ~ -log Kw

Temp.,”C Freshwater Seawater Freshwater Seawater Freshwater Seawater

5 6.52 6.00 10.56 9.23 14.63 14.03

10 6.46 5.97 10.49 9.17

15 6.42 5.94 10.43 9.12 14.35 13.60

20 6.38 5.91 10.38 9.06 14.17 13.40

25 6.35 5.84 10.33 8.99 14.00 13.20

and

AIKa - CK

d].+ ‘H+]a
Cta =

—

(al +za~)a

(VI-69)

where

[H+l Ka, ,

al =
(VI-70)

[H+]2 + [1-1+] Kd,, + ‘a,,Ka,2

Kka,2
a2 = [H+]2 ;’;H+] Ka , + Ka,, K

> a32
(VI-71)

Note: cKa 1 and cKa 2 are used in ~ and CY2 to calculate Cta.

Step 3. Calculate the akalin{ty (Alkf) and total inorganic carbon (Ctf)

at the completion of initial dilution:

Al k -Alk
Alkf =Alka + Sa (VI-72)

c = Ct Ct - Ctatf a + f’sa

Step 4. Express the final alkalinity as:

Alkf = Ct
%

(a, + 2a2)f + ~f - [H+]f
f

(VI-73)

(VI-74)
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Rather than solving for [H+]f directly in Equation VI-74, it is easier

to calculate Alkf in equation VI-72 for a range of [H+] values, until the

alkalinities computed from equations VI-72 and VI-74 match.

In most cases pHf will not differ from the ambient pH by more than 0.1 to

0.3 units. Consequently it is usually most expeditious to begin by assuming pHf

= pHa. If pHe>pHa, then each subsequent calculation should be at 0.1 pH

units higher than pHa. If pHe<pHa, each subsequent calculation should be
0.1 pH units lower than pHa.

For typical values of wastewater alkalinity (2.0 meq/l) and receiving water

alkalinity (2.3 meq/l), the pH at the completion of initial dilution can be tabulated

for selected values of effluent pH, initial dilution, and water temperature. Table
VI-22 shows the results, which can be used to provide a quick indication of whether

the water quality criterion for pH is violated.

A wastewater treatment plant receives alkaline waste process water, and

because of the low level of treatment received in the plant, effluent pH values as

high as 11.1 units have been observed. The effluent wastewater is discharged into

a water body where the pH standard permits a 0.2 unit deviation from ambient at

the completion of initial dilution. Determine if the standard is violated by the

discharge. The required pertinent data are:

pHa = 8.3

Al ka = 2.3 meq/l

Al ke = 2.O meq/l

CKW = 6.3 x 10-14, for the ambient water

Kw = 10-1, for the wastewater

cKa,l = 8X10-7, for the ambient water

Ka,l = 5X10-7, for the wastewater

cKa,2 = 4.68x10-10 , for the ambient water

Ka,2 = o.5xlo-10, for the wastewater

Sa = 20

The dissociation constants for the wastewater al, ando2,are:

Ci] =
10-11.1 x 5 ~ 1~-7

= .137

(10-11”1)2 + 10-11”1 X“5 x 10-7+5x 10-7 XO.5X 10-’0

5 x 1O-7X 0.5 x 10-10
Q2 . = .863

(10-11.1)2 + 10-11.1 X5 +10-7+ 5X lo-7~o,5~ 10-10
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TABLE VI-22
ESTIMATED pH VALUES AFTER INITIAL DILUTION

Seawater
Temo.  “C 5°C 15°C 25°C

Seawater Initial Dilution Initial Dilution lnltial Dilutlon
pn IO 25 50 75 100 10 25 50 75 100 10 25 50 75 100

Effluent PH = 6.0  Alk = 0.1

7.0
7.5

u
8.3
8.5

7.0
7.5
7.7
8.0
8.3
8.5

7.0
7.5
7.7
8.0
8.3
8.5

7.0
7.5
7.7
8.0
8.3
8.5

7.0
7.5
7.7
8.0
8.3
8.5

7.0
7.5
7.7

:::
8.5

7.0
7.5
7.7
8.0

:::

7.0
7.5

:::
8.3
8.5

7.0
7.5

U
8.3
8.5

7.0
7.5
7.7
8.0
8.3
8.5

6.94 6.97 6.98 6.98 6.99 6.95 6,97 6.98 6.99 6.99 6.95
7.37 7.44

6.98 6.99 ~,99
7.47 7.47 7.48

6.99
7.40 7.45 7.47 7.4s 7.48 7.42 7.46 7.48 7,48 7,49

7.56  7.64 7.67 7.67 7.68 7,59 7.65 7.67 7.68 7.68 7.62 7.66
7,88

7.68
7.95 7.97

7.68
7.97

7.69
7.98 7.91 7.96 7.98 7.98 7.99 7,94 7,97

8.21
7.90

8.26
7.99 7.99

8.28  8.28 8.29 8,24 8,27 8.28 8.2’3 8.29 8.25 8.25 8.29  8.29 8.29
8.43  8.47  8.48  8.48  8.49 8.45 8.48 8.49  8.49  8.49 8,46 8.48  8.49  8.49 8.49

Effluent  PH = 6.0 Alk = 0.6

6.74 6.87 6.93 6.95 6.96 6.77 6.89 6.94 6.96 6.97 6.77 6.89
6.98

6.94
7.23 7.35 7.40

6.96
7.42

6.97
7.03 7.27 7.38 7,42 7.44 7,08 7.31

7.07
7.40

7.39 7.53
7.43

7.59 7.61
7.45

7.16 7.45 7.57 7.61 7.63 7.24 7,51
7.27

7.60
7.70 7,85

7.64
7.90

7.65
7.93 7,44 7.79 7.90 7,93  7.95 7.60 7,85

7.66
7.93 ?.95 7.96

8.08 8.20 8.23 8.25 7,89 8.15 8.23 8.25 8.26 8.02
8.01 8.33 8.42

8.19  8.24 8.26
8.44

8.27
8.46 8.18 8.38 8.44  8.46  8.47 8.27  8.41 8.45 8.47 8.47

Effluent PH = 6.0  Alk = 1.0

6.63 6.81 6.89 6.92 6.94 6.66 6.83 6.90
6.80 7.10  7.27

6.93  6.95
7.34 7.37 6.86 7.15 7,31 7.36 7,39

6.86 7.23 7,43 7.52 7.56 6.94 7.30 7.49  7.56 7.59
6.98 7.48 7.75 7.83 7.87 7.12 7.63 7.82 7.88 7.91
7.21 7.91 8.12  8.18  8.21 7.51 8.04 8.17 8.21 8.23
7.51 8.20 8.35 8.40 8.42 7.89 8.28  8.39 8.42 8.44

Effluent  PH = 6.0  Alk = 2.0

6.45 6.68 6.81 6.86 6.89 6.48 6.71 6.83 6.8s 6.90
6.55 6,88 7,11 7.21 7.27 6.60 6,94 7.16 7.25 7.31
6.58 6.96 7.23 7.36 7.43 7.64 7,04 7.31 7,43 7.50
6.64 7.11 7.49 7.66 7.75 6.73 7.28 7.65 7.77 7.83
6.73 7.41 7.91 8.06 8.12 6.89 7.73 8.06 8.14 8.18
6.83 7.78 8.20 8.31  8.36 7.10  8,07 8.30  8.37  8.40

Effluent PH = 6.5  Alk  = 0.5

6.92 6.96 6.98 6.98 6.99 6.93 6.97 6.98 6.98  6.99
7.32 7.42 7.45 7,47 7.47 7.34 7.43 7.46 7.47 7.48
7.49 7,61 7.65 7.66 7.67 7.53 7.63  7.66  7.67  7.67
7.80 7.92 7.96 7,97 7.97 7.85 7.94 7.96 7.97 7.98
8.15 8.24 8.26 8.27 8.28 8.19 8.25 8.27 8.27 8.28
8.38 8.45  8.47  8.48 8.48 8.40 8.45 8.47 8.47  8.48

Effluent  PH = 6.5  Alk = 1.0

6.85 6.93 6.96 6.S’7 6.98 6.87  6.94  6.97  6.98  6.98
7.18 7.35 7,42 7.44 7.46 7.22 7.37 7.43 7.45 7,46
7.31 7.53 7,61 7.64 7,65 7.39 7.57 7.63 7.65 7.66
7.60  7.84 7.92 7.!35 7.96 7.72 7.89 7.94 7.96 7.97
8.00 8.19 8.24 8.26 8.27 8.09 8.22 8.26 8.27  8.28
8.26 8.4i 8.45  8.47  8.47 8.33 8.43 8.46 8.47 8.48

Effluent  PH = 6.5  Alk  - 2.0

6.75  6.88 6.93 6.95 6.96 6.78 6.89 6.94
;.;; ;::; 7.35

6.96  6.97
7.39 7.42 7.04 7.27 7.37 7.41 7.43

7.53 7.58 7.61 7,15 7.44 7.56 7.61 7.63
7:25 7.67 7.84 7.89 7.92 7.41 7.77  7.88 7.92 7.’34
7.61  8.o6 8.18 8.22 8.24 7.84 8.13 8.21 8.23 8.25
7.95 8.30 8.40 8.43 8.45 8.12  8.35 8,42  8.44  8.45

Effluent  PH = 9.0  Alk = 2.0

7.03  7.01 7.00 7.00 7.00 7.04 7.01 7.00 7.00 7.00
7.52 7.51 7.50 7.50 7.50 7.51 7.50 7.50 7.50 7.50
7.71 7.70 7.70 7.70 7.70 7.70 7.70  7.70 7.70 7.70
8.00 8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00 8.00
8.30 8.30 8.3o 8.30 8.30 8.30 8.30 8.30 8.30 8.30
8.50 8.50 8.50 8.50 8.50 8.50 8.50 8.50 8.50 8.50

6.67 6.84 6,91 6.93  6.95
6.90 7.2o 7.33 7.38 7,41
7.01 7.38 7.53 7.58 7,61
7.29 7.73 7.86 7.90 7.92
7.76 8.10 8.19 8.22 8.23
8.06 8.3z 8.40 8.42 8.43

6,50 6.72 6.84 6.88 6.91
6.64 6.99 7.20 7.29 7.34
6.70 7.12 7.39 7.49 7.54
6.X 7,45 7.75 7.84 7.88
7.11 7,91 9.12 8,18 8.21
7.48  8.18 8.35 8.40 8.42

6.93 6.97 6.98 6.98  6.99
7,37 7,44 7.46 7.47 7.48
7.56 7,64 7.66 7.67 7.67
7.88 7.94 7.96 7.97 7.97
8.20  8.25  8.26  8.27  8.27
8.40 8.44  8.46 8.46 8.46

6.S8 6.94  6.97  6.98  6.98
7.26 7.40  7.45  7.46 7.47
7.45 7.60 7.65 7.66 7,67
7.80 7.92 7.96  7.97  7.98
8.14 8.24 8.27 8.28 8.28
8.36 8.44 8.47 8.48 8.48

6.79 6.90  6.94 6.96 6.97
7,08 7.30 7.39 7.42 7.44
7.23  7.49  7.59  7.62  7.64
7.55 7.82 7.90  7.93  7.94
7.’36 8.16  8.22 8.24 8.25
8.20  8.36 8.42 8.43 8.44

7.04 7.01 7.00 7.00 7.00
7.51 7.50 7.50 7.50 7.50
7.70 7.70 7.70 7.70 7.70
8.00 8.OO 8.00 8,00 8.00
8.30 8.30 8.30 8.30 8.3o
8.5o 8.50  8.50 8.50 8.5o

Effluent PH = 9.0 Alk  = 4.0

7.08 7.03 7.01 7.01 7.00
7,53 7.51 7.50 7.50 7.50
7.70 7.70 7.70 7.70 7.70
8.00 8.00  8.00 8.00 8.00
8.3o 8.30 8.30  8.30  8.30
8.50 8.50  8.50 8.50 8.50

7.10 7.04 7.o2
7.56 7.52 7.51
7.72 7.71 7.70
8.00 8.00 8.00
8.30 8.30 8.30
8.50 8.50 8.50

7.01 7.01
7.50 7.50
7.70 7,70
8.00 8.00
8.30 8.30
8.50 8.50

7.11 7.04 7.o2
7.56 7.52 7.51
7.71 7,70 7.70
8.00 8.00 8.00
8.30 8.30 8.30
8.50 8.50 8.50

7.01
7.50
7.70
8.00
8.30
8.50

7.01
7.50
7.70
8.00
8.3o
8.50

7.11 7,05 7.02 7,01 7.01
7.54 7.51 7.50 7,50 7.50
7.70 7.70 7.70 7.70 7.70
8.00 8.00 8.00 8.00 8.00
8.30 8.30  8.30 8.30  8.30
8.50 8.50  8.50 8.50  8.50

Note:  Values  are  shown to 2 decimal  Dlaces  to  allow interpolation but should  be rounded  to  1 decimal  place  for
Comparison  to  standards.
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The total inorganic carbon of the wastewater is:

.002 -
10-14

+ 10-11’1
10-1’”’

c. = = 0.000398 mole/1
0.137 + 2 X .863‘e

The dissociation  constants for the ambient water are:

]0-8.3 X8 + 10-7
al = = 0.909

(~0-8,3)2  + 10-8.3.X8X  10‘7 + fj X 10-7~ 4$68 X 1o-1o

and

‘2 = 0.085

The total inorganic carbon content is:

6.3x 10-14
0.0023 - + 10-8”310-8.3

%a = = .00212 mole/1
.909+ 2x0.085

The final alkalinity and inorganic carbon are:

Alkf =
0.002 -0.0023

0.0023 +
20 = 0.,00229 eq/l

0.000398 - 0.00212
Ctf = 0.00212 + 20 = 0.0020 mole/l

Using Equation VI-74, the alkalinity is calculated for the range of pH values

tabulated below, beginning at 8.3 and incrementing by 0.1 units.

pH

8.3

8.4

Alkalinity, eq/l

0.00217

0.00222

0.00228

not needed

not needed

not needed

8.5

8.6

8.7

8.8

The actual and calculated alkalinities match at a pH barely exceeding 8.5. Since

this slightly is more than 0.2 units above ambient, the pH standard is violated.

The pH problem that results from this discharge could be mitigated in a number of

ways, such as increasing initial dilution, or by treating the wastewater in order

to lower the effluent pH.
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6.5.5 Dissolved Oxygen Concentration Following Initial Dilution

Dissolved oxygen standards in estuarine and coastal waters can be quite stringent.

For example, the California Ocean Plan (State Water Resources Control Board, 1978)

specifies that:

“The dissolved oxygen concentration shall not at any time be

depressed more than 10 percent from that which occurs naturally,

as the result of the discharge of oxygen demanding waste materials.”

Since dissolved oxygen concentrations can naturally range as low as 4.O to 5.O mg/l

at certain times of the year in estuarine or coastal waters, allowable depletions

under these conditions are only 0.4 to 0.5 mg/l.

The dissolved oxygen concentration following initial dilution can be predicted

using the following expression:

where

DOf

ma

DOe

IDOD

Sa

[1

DOe - IDOD - tia
(VI-75)

Dof = b?oa +
Sa

= final dissolved oxygen concentration of receiving water at the

plume’s trapping level, mg/l

= ambient dissolved oxygen concentration averaged from the

diffuser to the trapping level, mg/l

= dissolved oxygen of effluent, mg/l

= immediate dissolved oxygen demand, mg/l
= initial dilution.

The immediate dissolved oxygen demand represents the oxygen demand of reduced

substances which are rapidly oxidized during initial dilution (e.g. sulfides to

sulfates). The procedure for determining IDOD is found in standard methods (APHA,

1976). IDOD values are often between 1 and 5 mg/l, but can be considerably higher.

When the effluent dissolved oxygen concentration is O.O mg/l and IDOD is negligible

(which is a common situation), Equation VI-75 simplifies to:

()
DOf=tia 1-: (VI-76)

The ambient dissolved oxygen concentration which appears in Equations VI-75 and

VI-76 is the concentration in the water column averaged between the location of

the diffuser and the trapping level, while the final dissolved oxygen concentra-

tion is referenced to the plume’s trapping level.

The dissolved oxygen concentration can change significantly over depth, depending

on the estuary or coastal system as well as on seasonal influences (e.g. upwelling).

As the plume rises during initial dilution, water from deeper parts of the water

column is entrained into the plume and advected to the plume’s trapping level. If
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the dissolved oxygen concentration is much lower in the bottom of the water column

than in the top, the low dissolved oxygen water is advected to a region formerly

occupied by water containing higher concentrations of dissolved oxygen, and then a

“pseudo” dissolved oxygen depletion results, solely caused by entrainment and advec-

tion and not consumption of oxygen-demanding material. The following example illus-

trates this process.

Puget Sound, located in the northwest corner of the state of Washington,

is a glacially carved, fjord-type estuary. The average depth of water is about

100 m (330 ft). During periods of upwelling, low dissolved oxygen water enters

the estuary at depth and produces a vertical dissolved oxygen gradient throughout

much of the estuary. In Commencement Bay, near Tacoma, dissolved oxygen profiles

similar to the one shown in Table VI-23 have been observed. Suppose the trapping

level is 43 ft (13 m) above the bottom and the minimum initial dilution is 28.

Find the final dissolved oxygen concentrate

TABLE VI-23

DISSOLVED OXYGEN PROFILE IN COMMENCEMENT BAY, WASHINGTON

Depth ft(m) Temperature, ‘C Dissolved Oxygen, mg/l

o (o) 14.0 7.8

3 (1) 12.0 7.7

7 (2) 12.0 7.6

10 (3) 11.7 7.4

16 (5) 11.7 7.2

23 (7) 11.7 7.0

33 (lo) 12.5 6.8

49 (15) 13.5 6.5

66 (20) 11.5 6.1

98 (30) 11.5 5.3

108 (33) 11.5 5.0

on and calculate the percent depleton.
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The dissolved oxygen

mg/l at the bottom to 7.8

over the plume’s trapping

concentration varies significantly over depth, from 5.0

mg/l at the water’s surface. The average concentration

level is:

Using

level

5.0 + 6.1~= 5.6mg/l

Equation VI-76, the final dissolved oxygen concentration at the trapping

is:

()
DOf=5.6 1-: = 5.4mg/l

28

Compared to the ambient concentration at the

percent depletion is:

6.1 - 5.4
6.1 x 100 = 11 percent

Compared to the average over the height of ri

5.6 - 5.4 x 100 = 4 percent.

trapping level (6.1 mg/l), the

se, the percent depletion is only:

In contrast to the deep estuaries on the west coast of the United States,

those on the east coast are quite shallow. In the Chesapeake Bay, the largest

east coast estuary, water depths are often in the 20- to 30-ft (6 to 9 m) range, with

channels as deep as 60 to 90ft (18 to 27 m) in places. Because of the shallow water

depths, initial dilution is often limited by the depth of the water and can be 10 or

less at times of low ambient current velocity.

6.5.6 Far Field Dilution and Pollutant Distribution

After the initial dilution process has been completed, the wastefield becomes

further diluted as it migrates away from the ZID. Since concentrations of coliform

organisms are often required not to exceed certain specified values at sensitive

locations (e.g. public bathing beaches), a tool is needed to predict coliform (or

other pollutant) levels as a function of distance from the ZID. This can be accomp-

lished by solving the following expression:

aC =
‘z

where

C = pollutant concentration

u = current speed

(VI-77)
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= lateral turbulent diffusion coefficient
‘Y
k = pollutant decay rate.

Figure VI-32 shows how the sewage field spreads laterally as a function of distance

from the ZID. The concentration within the wastefield, C(x,y), depends on both x and

y, with the maximum concentrations occurring at y = O,for any x value.

It is the maximum concentration C(x,y = O) which is of interest here. Solving

Equation VI-77, the maximum concentration as a function of distance x is:

Cf - Ca
C.ca+

Ds
()

exp - ~
u

(VI-78)

where

Ds = dilution attained subsequent to the initial dilution and is a

function of travel time

All other symbols have been previously defined.

The subsequent dilution is unity when x = O (i.e., at the completion of initial

dilution), so C = C at x = O, as required. In many instances, the background

concentration is negligible, so that Equation VI-78 simplifies to:
P
‘fC =rexp (-kt)
s

(VI-79)

Subsequent dilution gradually increases as the wastefield travels away from the

ZID and depends on mixing caused by turbulence, shear flows, and wind stresses.

Often, dilution caused by lateral entrainment of ambient water greatly exceeds that

caused by vertical entrainment. This is assumed to be the case here.

In open coastal areas, the lateral dispersion coefficient is often predicted

using the so-called 4/3 law (Brooks, 1960), where the diffusion coefficient increases

as the 4/3 power of the wastefield width. In mathematical form:

where

‘o = diffusion coeffi
L = width of sewage

(
L’E.c—

0 b

cient when L =
field at any d

)
4/3

b = initial width of sewage field.

b

stance from the ZID

The initial diffusion coefficient can be predicted from:

E. = 0.001b4/s

(VI-80)

(VI-81)
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FIGURE VI-32 PLAN VIEW OF SPREADING SEWAGE FIELD

where
.

‘o initial diffusion coefficient, ft2/sec
b = initial width of sewage field, ft.

Based on Equation VI-80, the centerline dilution, Ds, is given by:

(VI-82)

where

t = travel time

erf = error function.

The 4/3 law is not always applicable and in confined estuaries might overesti-

mate the diffusion coefficient. Under these circumstances, it is more conservative

to assume the diffusion coefficient is a constant. Equation VI-81 can be used

estimate the constant diffusion coefficient, unless the user has better data.

these circumstances, the subsequent dilution is expressible as:
.

to

Under

1( )]

‘/2
-1bz

Ds = erf
16c0 t

(VI-83)

Equations VI-82 and VI-83 are cumbersome to use, especially if repeated applica-

tions are needed. To facilitate

are tabulated in Table VI-24 for

predicting subsequent dilutions, values of Ds

different initial widths (b) and travel times (t).
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The initial sewage field widths range from 10 to

from 0.5 to 96 hours.

The dilutions presented in the table reveal

increases, the subsequent dilution decreases for

wastefield, a larger time is required to entrain

5,000 feet and travel times range

that as the initial field width

a given travel time. For a wider

ambient water into the center of the

wastefield, so dilutions are lower. This illustrates that a tradeoff exists between

large diffusers where initial dilution is high but subsequent dilution low, and small

diffusers where initial dilution is low and subsequent dilution high.

The table also reveals that the predicted dilutions are significantly different,

depending on whether Equation VI-82 or VI-83 is used. In many cases likely to be

evaluated by users of this document, the 4/3 law might overestimate subsequent

dilution, even if the outfall is in coastal waters. To attain the subsequent dilu-

tions predicted by the 4/3 law at large travel times, a significant amount of dilu-

tion water must be available. Since many outfalls, particularly small ones, are

often not too far from shore, the entrainment rate of dilution water can be restricted

by the presence of the shoreline and the depth of the water. The wastefield from

diffusers located further offshore might entrain water at a rate corresponding to the

4/2 law for an initial period of time. As the wastefield widens significantly, the

rate of entrainment could decrease, and the 4/3 law no longer be obeyed.

When travel times are small (e.g., 12 hours or less), there is less discrepancy

between the two methods of calculating subsequent dilution, except for the very small

initial wastefield widths.

Figure VI-33 shows an outfall which extends about one mile offshore. At the end

of the outfall is a multiport diffuser, 800 feet in length. Occasionally, fecal

coliform bacteria counts as high as 10,000 MPN/100 ml have been detected in the

effluent of the treatment plant.

The allowable fecal coliform level at the shellfish harvesting area inshore

of the diffuser is 70 MPN/100 ml. Typically, the ambient current is parallel to

shore so that effluent is not carried onshore. However, when wind conditions are

right, onshore transport has been observed, and the sustained transport velocity

is 4 cm/s-cc (0.13 ft/see). Determine whether the coliform standard is likely to

be violated or not. Other information needed is:
Coliform decay rate = l.O/day

Minimum initial dilution = 35

The width of the diffuser is 800 feet and will be used as the initial

field width. Note, however, that the diffuser is not

to shore, so that the initial field width is probably

the travel direction. Using 800 feet is conservative

exactly perpendicular

less than 800 feet in

because subsequent dilution
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FIGURE VI-33 OUTFALL LOCATION, SHELLFISH HARVESTING AREA, AND ENVIRONS

will be somewhat lower under this assumption.

The coliform count following initial dilution is, using Equation VI-66:
10000

Cf = 35

= 290MPN/100 ml

The travel time to the shore is:

5280
0.13 x 06 = 11 hours

Interpolating from Table VI-24, the subsequent dilution is about 2.6.

Using Equation VI-79, the coliform concentration at the shoreline is:
290

[1

11
C=z%exp -lXZ

= 70MPN/100 ml “

The predicted coliform count is equal to the water quality standard. Since the

subsequent dilution was conservatively estimated, it is possible that actual

coliform counts will be less than 70 MPN/100 ml. However, the prediction does

indicate that careful monitoring of coliform levels at the shoreline is needed to

-262-



see that the standard is not violated. Since shoreward transport of effluent is

infrequent, sampling has to be conducted at times when the transport is shoreward;

otherwise detected coliform levels might not represent worst-case conditions.

6.5.7 Farfield Dissolved Oxygen Depletion

Oxygen demanding materials contained in

plants can produce dissolved oxygen deficits
the effluent of wastewater treatment
following discharge of the effluent into

receiving waters. A method will be presented here to predict the depletion following

discharge from a marine outfall. The most critical cases occur when the plume and

wastefield remain submerged, so that reaeration does not occur. The analysis presented

here is applicable to submerged plumes only. When the wastefield is mixed uniformly

across the estuary, the methods presented earlier in Section 6.4.5 are applicable.

The oxygen-demanding materials in the wastewater are the sum of the carbonaceous

and nitrogenous materials (CBOD and NBOD, respectively). It is possible that the

nitrogenous demand might not be exerted if a viable background population of nitrifiers

is absent from the receiving water. Under these circumstances, the wastefield is

likely to be dispersed before the vitrifying population can increase to numbers

capable of oxidizing the NBOD. The user can perform analyses with and without NBOD

exertion and then determine whether NBOD is significant or not. If it is, it is

suggested that some sampling be conducted to find out whether vitrification is

occurring.
The dissolved oxygen concentration in the receiving waters can be expressed

as a function of travel time as follows:

DOf - DOa

DO(t) = DOa +
- [: [1-,x(-,tl

(VI-84)
D~

where L J

DO(t) = dissolved oxygen concentration in a submerged wastefield as a

function of travel time t, mg/l

DOa = ambient dissolved oxygen concentration, mg/l

DOf = dissolved oxygen concentration following initial dilution

(see Equation VI-75)

k = BOD decay rate

‘f = ultimate BOD concentration above amb

of initial dilution
Ds = subsequent centerline dilution.

ient at the completion

to anEquation VI-84 expresses the dissolved oxygen deficit which arises due initial

deficit at the completion of initial dilution (DOf-DOa) plus that caused by
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elevated BOD levels in the water column (Lf). The elevated BOD level is either

the CBOD or sum of CBOD and NBOD. The initial dissolved oxygen deficit tends to

decrease at longer and longer travel times because subsequent dilutior increases.

However, BOD is being exerted simultaneously and tends to cause the dissolved oxygen

level to drop. Depending on the particular case being analyzed, one influence can

dominate the other over a range of travel times so that a minimum dissolved oxygen

level can occur either immediately following initial dilution, or at a subsequent

travel time. The following example illustrates both cases.

A municipal wastewater treatment plant discharges its effluent through

an outfall and diffuser system. The maximum daily CBOD value is 270mg/l,

and the critical initial dilution is 114. Limited analyses have been performed on

IDOD and the results vary widely, from O to 66 mg/l. The length of the diffuser

is 500 m (1,640 ft) and can be used as the initial sewage field width. Determine
the dissolved oxygen deficit produced by the discharge, assuming the wastefield

remains submerged and the ambient dissolved oxygen concentration is 7.0 mg/l.

The BOD concentration at the completion of initial dilution is:

270—= 2.4mg/l,BOD5
114

= 3.5 mg/1, BOD-ultimate

The dissolved oxygen concentration at the completion of initial dilution

is (from Equation VI-75):

DOf = 7.0 +
[

0.0-66. -7.0
114 1

= 6.4mg/1,  when IDOD = 66

= 6.9mg/1, when IDOD = O

Note that the IDOD of 66 mg/l produces a deficit of 0.6 mg/l.

Since values of IDOD vary widely due to the limited analyses, the far field

oxygen depletion curves will be calculated for the following three IDOD’S: O,

and 66 mg/l. A BOD decay rate of 0.2/day is used. When IDOD = 66mg/l, the
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following oxygen depletions are predicted:

Travel Time(hr) Ds (Table VI-24)

1 1.

4 1.4
8 1.9

12 2.3
24 3.2
48 4.6
72 5.5

96 6.3

DOa-DOt (Equation VI-84)

0.6

0.5

0.4

0.4

0.4

0.4

0.4

0.4

These results are plotted in Figure VI-34 (Curve A), along with the cases for IDOD

= 40 mg/l (Curve B), and IDOD = O.Omg/l (Curve C).

FIGURE VI-34 DISSOLVED OXYGEN DEPLETIONS
VERSUS TRAVEL TIME
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When the IDOD is 66 mg/l, the maximum dissolved oxygen deficit is 0.6 mg/l

and occurs at the completion of initial dilution (a travel time of O.O hr). Thus,

the processes which occur during initial dilution are more significant than the

subsequent BOD exertion. Curve C (IDOD = 0.0 mg/l) shows the opposite situation:

farfield BOD exertion is primarily responsible for the maximum oxygen depletion of

0.3mg/l. The middle curve (Curve B) shows the case when the oxygen depletion

remains relatively constant over time and both the near field and farfield processes

are important.

In summary, when the IDOD is above 40 mg/l, in this example the maximum

oxygen depletion is controlled by the processes occurring during initial dilution.

When IDOD is below 40 mg/l, BOD exertion in the far field is primarily responsible

for the oxygen depletion. For primary treatment plants, IDOD values of 66 mg/l

are atypical; values from 1 to 10 mg/l are much more common. Depending on

whether the state dissolved oxygen standard is viol

need to make further IDOD determinations to firmly

IDOD values.

ated by Curve A, the user might

establish the true range of

6.6 THERMAL POLLUTION

6.6.1 General

The presence of one or more major heat sources can have a significant impact on

both the local biotic community and local water quality. As a result, consideration

of significant thermal discharges by the planner is essential in any comprehensive

water quality analysis. Thermal power plants account for the vast majority of both

the number of thermal discharges and the total thermal load. However, some industrial

processes generate significant amounts of excess heat.

The most important of the impacts of heat discharge are:

@ Ecological Effects: Water temperature increases change the productivity

of planktonic and many benthic species. As a result local community

structures are altered. Many of the species benefited by warmer con-

ditions (e.g., blue green algae) may be considered to be undesirable. In

addition, many species can perform certain life cycle functions only

within a limited temperature range. Elevated temperatures may prevent

some species from completing one or more life stages, thus disrupting

the reproductive cycle and destroying the stability of the population.

l Water Quality Effects: Figure VI-23 showed the relative effect of

salinity and ambient temperature on oxygen saturation. From this
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figure, note that a 10”C* rise in temperature decreases the oxygen

saturation concentration by 1.5 to 2.0 mg/l.

s Sediment Effects: Estuarine sedimentation rates are increased by

increasing local water column temperature. The significance of this

increase was discussed by Parker and Krenkel (1970). They concluded

that not only are sedimentation rates increased, but vertical particle

size distribution, particle fall velocity, and thus bottom composition

are also affected.

l Beneficial Effects: The effects of thermal discharges are not all

negative. It has been shown for example, that marine biofouling is

substantially reduced in warmed waters (Parker and Krenkel, 1970). In

fact, the recirculation of heated discharge through the condenser has

proven to be a less expensive and equally effective method of biofouling

control than chlorination for several California coastal power plants.

Estuarine contact recreation potentials are increased by increasing

local water temperatures, and extreme northern estuaries have reduced

winter ice coverage as a result of thermal discharges.

6.6.2 Approach

A number of the algorithms which appear in this section were originally prepared

by Tetra Tech, (1979) for the Electric Power Research Institute. The thermal screening

approach for estuaries is composed of procedures that can be used to evaluate the

following standards:

o The AT Criterion: The increase in temperature of water passing through

the condenser must not exceed a specified maximum.

l The Maximum Discharge Temperature Criterion: The temperature of

the heated effluent must not exceed a specified maximum.

o The Thermal Block Criterion: The cross-sectional area of an estuary

occupied by temperatures greater than a specified value must not exceed

a specified percentage of the total area .

0 The Surface Area Criterion: The surface area covered by isotherms

exceeding a specified temperature increment (above ambient) must

not exceed a specified maximum .

@ The Surface Temperature Criterion: No discharge shall cause a surface

water temperature rise greater than a specified maximum above the

natural temperature of the receiving waters at any time or place.
Table VI-25 presents a summary of the information needed to apply the thermal

screening procedure. Data needed for the T criterion and the maximum discharge

temperature criterion were included earlier in the thermal screening section for

*Such a rise is common near power plant thermal Plumes.

-267-



TABLE VI-25

DATA NEEDED FOR ESTUARY THERMAL SCREENING

Criteria  Where
Variable Variable  Used Definition

Alc

Clp

u
P

Qp

‘Ttb

Atb

d tb

R

w

‘t
D,

K

P

Cp

s

n

u Max

‘h

ATsa

is

A
sa

9

‘P

h

AT5 t

Ps

-dp

=

Default Value

Al 1

Al 1

Thermal  block,
surface  area

Al 1

Thermal block

Thermal block

Thermal block

Thermal block,
surface  area

Thermal block,
surface  area

Thermal block

Thermal block,
surface  area

Thermal block,
surface  area

Thermal block,
surface  area,
surface  temperature

Thermal block,
surface  area

Thermal block,
surface  area

Thermal block,

Thermal block,
surface  area

Thermal block,
surface  area

Surface area

Surface area

Surface area

Surface temperature

Surface temperature

Surface temperature

Surface temperature

Surface temperature

Surface temperature

Temperature  rise across the condenser (“F)

Diameter of discharge pipe or equivalent diameter of
discharge canal (m)

Exit  velocity of thermal discharge (m/s)

Flow rate of discharge (m3/s)

Temperature rise in estuary  cross section  that
constitutes  a thermal block (°F)

Portion  of estuarine cross-sectional  area that
Constitutes  a thermal block (mz)

Average  depth of estuary frcnn discharge location  to
ATtb isotherm at slack tide (m)

Average freshwater flow rate flowing in the estuary
past the power  plant site (mS/s)

Width of estuary at power  plant site (m)

Cross-sectional area at power  plant site (m2)

Longitudinal dispersion coefficient (mZ/s)

Surface thermal  transfer coefficient (Btu/m 2.d . ‘F)

Average ma s density  of ambient  water at power plant
3site (kg/m )

Specific  heat of water (Btu/kg . ‘F)

Tidally  and cross-sectionally averaged  salinity
(ppt. 0/00

~nning’s  n (m’/6)

Maximum tidal velocity  over a tidal cycle (m/s)

Hydraulic radium (cross-sectional  area divided  by
wetted perimeter)  (m)

lsothenn  associated with legal surface  area constraint (“F)

Average depth under the surface  area calculated  for the
surface  area constraint (m)

Legally  allowable surface area, surrounded  by isotherms
equal ling and exceeding  AT5a(M2)

Gravitational  constant  (m/s2)

Mass  density  of thermal effluent  (kg/rn3)

Depth  to  centerline  of discharge  jet  (m)

Maximum  legally  allowable  surface temperature  produced  by
a submerged  discharge  (“F)

Mass ensity  of water at depth of sutmnerged discharge
!(kg/m )

Linear density gradient over water column depth (kg/nr3 o m)

20

--

--

--

5

25% of the estuarine
cross-sectional  area

--

7Q10

--

see text  discussion

-.

1000  (zero salinity)

22

--

0.016 - 0.06

--

--

4

-.

9.8

4

1000

--
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rivers and are not repeated here. That the maximum discharge temperature criterion

for rivers can be applied to estuaries assumes the intake temperature is near ambient,

and that tidal action does not cause significantly elevated temperatures near the

intake.

6.6.3 Application

The AT criterion and the effluent temperature criterion can be evaluated

first following the procedures outlined in the river thermal screening section.

The maximum allowable flow rate through the plant, which needs to be identified

for use in evaluating those criteria, may not always have a readily determinable

upper limit, unlike plants sited on rivers. For estuaries that are essentially

tidal rivers, a fraction (say 20%) of the net freshwater flow rate might be used as

an upper limit.

The remainder of the estuary physical screening procedure consists of evaluating

the following three criteria: the thermal block, the isotherm surface area, and the

surface water temperature criteria. Because of the complexity of the flow field in

estuaries, slack tide conditions have been chosen as a basis for computations when

possible. It is during these conditions that the effects of plume momentum and

buoyancy are propagated the greatest distance across the estuary from the discharge

site. It is also during slack tide that the thermal block is most likely to occur

because of the absence of an ambient current that normally enhances plume entrainment

of ambient water.

As the plume spreads across the estuary, the methodology assumes it to be

vertically mixed. Although most plumes do not generally exhibit this behavior due to

such effects as buoyancy and stratification, this approach will roughly estimate the

capacity of the estuary at the power plant location to assimilate the excess heat.

In some instances, when the estuary is relatively narrow, the plume may extend

across the estuary’s entire width. In these cases (guidelines are given later to

determine when this occurs) the near field momentum approach can be used. By using

the well mixed assumption (even if the actual estuary is

the expected temperature elevation across the estuary is
Slack tide conditions will also be used to evaluate

ture produced by a submerged discharge. Both vertically

stratified conditions can be evaluated.

6.6.3.1 Evaluating the Thermal Block Constraint

stratified) a lower limit on

obtained.

the maximum surface tempera-

homogeneous and linearly

Based upon momentum considerations, the relationship between the AT
Y
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isotherm and the distance (y) it extends from the discharge point is given by

(Weigel, 1964):

()

2
y=y~ ~

2 ATY ‘
for yiyo (VI-85)

where

ATC = temperature rise across the condenser (“F)
ATV = temperature excess at a distancey from the discharge outlet (“F)

.7
Y = distance measured along the

point (m)

Y. = virtual source position (m)
The virtual source position is usually

of the discharge orifice. The equivalent di

jet axis originating at the discharge

about two to ten times the diameter

ameter of a discharge canal is the

diameter of a circle whose cross-sectional area is the same as that of the discharge

canal.

Brooks (1972) has shown that for round orifices, the virtual source position is

approximately six times the orifice diameter. At the virtual discharge position (y =

yo) the average excess temperature is approximately 70 percent that at the

discharge location.

Since one of the assumptions used in developing Equation VI-85 is that momentum

is conserved along the jet axis, an upper limit on y must be established to prevent

the user from seriously violating this assumption. The upper

be where the plume velocity has decreased to 1 ft/sec or 0.31

This implies that the minimum ATy that can be evaluated using

ATC
(ATy)min= o.3—

‘P

limit can be chosen to

meters per second.

the equation is:

(VI-86)

where

up = exit velocity of thermal discharge (m/s)
(ATy)min = minimum excess temperature that can be evaluated

using Equation VI-86 (°F).

This constraint generally does not restrict practical application of Equation

VI-85.

Using the value estimated by Brooks (1972) for the virtual source position,

Equation VI-85 can be rewritten as:

()

AT 2
Y =3DP # ,fory26Dp

Y
(VI-87)
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The distance, then, to theATtb isotherm (the isotherm establishing the thermal

block) is given as:

[)

ATC 2

‘tb = 3Dp ATtb
,for ATtb~(AT )y min

The cross sectional area to theATtb isotherm is (assuming the plume

remains

where

If

defines

thermal

If

vertically mixed):

(VI-88)

(VI-89)

Ac = cross sectional area measured out to the distance ytb (m*)

atb = average water depth over the distance ytb (m).

Ac < Atb (where Atb is the cross sectional area that legally

a thermal block, e.g., 25% of the total estuary cross sectional area) then a

block does not develop.

the estuary is sufficiently narrow so that ytb as found by Equation

VI-88 equals or exceeds the width of the estuary, the approach given above should not

be used. Instead, a steady-state well mixed ATss can be found as follows:

ATC Qp

ATs~ =
tiR2+WAt EL K/(PC l 24 l 3600)

P

(VI-90)

where

ATss = steady state well mixed excess temperature (“F).

In this steady state approach, ATSS can no longer be estimated independently

of the estuarine flow field characteristics. The surface transfer coefficient

K can be determined by reference to the equilibrium temperature discussion in

the river thermal screening section. Although the equilibrium temperature does

not appear explicitly in Equation VI-90, its effect is indirectly included since K

can not be determined independently of E. In the process of finding K, the ambient

surface water temperature of the estuary generally should not be assumed to be at

equilibrium because of the combined influence of ocean and river water (TRACOR,

1971), each of which may be at different temperatures.

The dispersion coefficient, EL, is dependent on estuary characteristics.

A value obtained from past studies in the vicinity of the power plant site should be

used if possible. Alternatively, the methods and data provided earlier in Section

6.4.5 can be used.
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6.6.3.2 Surface Area Constraint

The surface area constraint can be evaluated employing the same approach

used to evaluate the thermal block constraint. Before beginning, Equation VI-86

should be evaluated to ensure that ATsa exceeds (AT )y ~in, since (ATy)min

establishes the minimum excess isotherm that can be evaluated using these methods.

The distance offshore to the ATsa isotherm (the isotherm associated with the

legal surface area constraint) can be found as:

,, =Jsa

Y = distance offshore

The surfa~~ area enclosed by that

where

()

AT 2
3D + fory 2 6D

P sa P

at ATsa isotherm (m).

ATsa isotherm can be estimated as:

(VI-91)

,S=,,p (!!+3)+(,5<  alp)+ (1+) (VI-92)

2Q
wo =&-

DS
When the estuary depth drops off rapidly from the outfall location, an appropri-

ate average depth would be the depth to the bottom of the discharge orifice. If

As c Asa, then the surface area constraint is not violated.

When ysa exceeds the width of the estuary, Equation VI-92 should not

be used to find As. Instead, a surface area based on steady state, well mixed

conditions is more appropriate and can be found from the following expression:

A~w[t+t] 1“ (a)

where

w = width of estuary (m)

c,
[ 1= 1/2 R/(AtD,) +J(R/AtD,)2 + (4WL/(PCpAtD  l 24 l 3600))

C2 =
[ 11/2 R/(AtD,) + (R/AtD1)2  + (wKl(~cpAtD1 l 24 l 3600))

AT5 s was given by Equation VI-90.

When As ~Asa the surface area constraint is not exceeded.

(VI-93)

6.6.3.3 Surface Temperature Constraint

This section provides a method for estimating the surface temperature of a

buoyant plume resulting from a subsurface discharge. Slack tide conditions and

a horizontal discharge configuration are considered. A horizontal configuration

-272-



should approximate conditions under which the lowest

ture excess is attained.

When the ambient water density is constant over

less parameter groups are needed:

and

+!
P

1.07 Un
F (Froude Number) =

tJ

JP - Pp Dpg

maximum surface water tempera-

depth the following two dimension-

(IV-94)

(VI-95)

P

After calculating G and F, Figure VI-35 can be used to find the centerline‘O ‘
dilution relative to the virtual source position. From this information, the maximum

surface temperature elevation can be estimated as:

ATC
ATsurface =  1.15s0 (VI-96)

If ATsurface <ATst (the legal allowable surface temperature excess), the surface
temperature constraint is not violated.

In cases where the estuary is stratified more often than not at the power

plant site, the maximum surface temperature calculation would more appropriately

be performed under stratified conditions. If the stratification is substantial,

it is possible the discharge may be prevented from reaching the surface entirely.

A procedure is given here for a linearly stratified environment. Under stratified

conditions the maximum height of rise of the thermal plume can be estimated by

(Brooks, 1972):

z~=
Dp

3.86 ~4T3/8 (VI-97)

where
1.07 u

F =
Ps - Pp

Dpg
Ps

T
= 0.87 (ps - P )

Dp (~)

zma x = maximum height of rise of thermal plume (m)

C& = linear density gradient (kg/m3/m).
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FIGURE VI-35 CENTERLINE DILUTION OF ROUND BUOYANT
JET IN STAGNANT UNIFORM ENVIRONMENT
(AFTER FAN, 1967)

Using Equation VI-97, the maximum rise of the thermal plume can be estimated.

If it is less than the depth of water, the plume remains submerged. If, however,
zmax exceeds the water depth, the plume will surface. In this case the methods

given previously for the nonstratified case can be used to estimatethe maximum

surface temperature where the ambient water density should be chosen to be the

depth-averaged mean.

6.7 TURBIDITY

6.7.1 Introduction

Turbidity is a measure of the optical clarity

light scattering and absorption characteristics of

of water and is dependent upon the
both suspended and dissolved
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material in the water column (Austin, 1974). The physical definition of turbidity is

not yet fully agreed upon, and varies from equivalence with the scattering coefficient

(Beyer, 1969), to the product of an extinction coefficient and measured pathlength

(Hodkinson, 1968), and to the sum of scattering and absorption coefficients (VandeHulst,

1957). Turbidity affects water clarity and apparent water odor, and hence is of

aesthetic significance. It also affects light penetration, so that increased turbidity

results in a decreased photic zone depth and a decrease in primary productivity.

Turbidity levels in an estuary are likely to vary substantially in both temporal

and spatial dimensions. Temporal variations occur as a function of seasonal river

discharge, seasonal water temperature changes, instantaneous tidal current, and wind

speed and direction. Spatially, turbidity varies as a function of water depth,

distance from the head of the estuary, water column biomass content, and salinity

level. Much of the complexity in the analysis of turbidity results from different

sources of turbidity responding differently to the controlling variables mentioned

above. As an example, increased river discharge tends to increase turbidity because

of increased inorganic suspended sediment load. However, such an increase curtails

light penetration, thus reducing water column photosynthesis. This, in turn, reduces

the biologically induced turbidity.

Methods employed to monitor turbidity include use of a “turbidimeter”. Light

extinction measurements are commonly given in Jackson Turbidity Units (JTU) which are

based on the turbidity of a standard clay suspension. Once standardized, this

arbitrary scale* can be used as a basis to measure changes in turbidity. The turbid-

ity calibration scale is given in APHA (1980). From a measured change in turbidity a

relative change in water quality may be inferred. Estuarine water is almost always

extremely turbid, especially when compared to ocean or lake waters.
The JTU scale is not the only available turbidity scale. In 1926 Kingsbury

and Clark devised a scale based on a Formazin suspension medium which resulted

in Formazin Turbidity Units (FTU’S). More recently volume scattering functions

(VSF) and volume attenuation coefficients have been proposed (Austin, 1974).

However, JTU’S are still most commonly used as an indicator of estuarine turbidity

levels.

As a rough indication of the wide variations possible in turbidity, Figure

VI-36 shows suspended solid concentrations for the various sub-bays of San Francisco

Bay for one year (Pearson, et al 1967). The solid line shows annual mean concentra-

tions while the dashed lines indicate concentrations exceeded by 20% and 80% of the

samples taken at each station over the one year time period. These variations at

stations located near bay heads (left and right extremities of Figure VI-36) typically

exceed 300% of the annual 20th percentile values. Use of extreme high/low values

would produce correspondingly larger annual variations.

*The JTU scale is an arbitrary scale since it cannot be directly related to physical
units when used as a calibration basis for turbidimeter measurement.
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FIGURE VI-36 MEAN SUSPENDED SOLIDS IN SAN FRANCISCO BAY
FROM: PEARSON ET AL ., 1967, PG V-15

6.7.2 Procedure to Assess Impacts of Wastewater Discharges on Turbidity or Related

Parameters

Numerous states have enacted water quality standards which limit the allowable

turbidity increase due to a wastewater discharge in an estuary or coastal water body.

The standards, however, are not always written in terms of turbidity, but are sometimes

expressed as surrogate parameters such as light transmittance or Secchi disk. The

following three standards provide illustrations:

For class AA water in Puget Sound, State of Washington:

Turbidity shall not exceed 5 NTU over background turbidity when the background

turbidity is 50 NTU or less, or have more than a 10 percent increase in

turbidity when the background turbidity is more than 50 NTU.

For class A water in the State of Hawaii:

Secchi disk or Secchi disk equivalent as “extinction coefficient” determinations

shall not be altered more than 10 percent.

For coastal waters off the State of California:

The transmittance of natural light shall not be significantly reduced

at any point outside of the initial dilution zone. A significant difference

is defined as a statistically significant difference in the means of two

distributions of sampling results at the 95 percent confidence level.

-276-



These standards illustrate the need for developing interrelationships between turbidity

related parameters, since data might be available for one parameter while the state
standard is. expressed in terms of another. Based on these considerations methods

will be presented to:

o Predict the turbidity in the receiving water at the completion of

initial dilution

l Predict the suspended solids concentrations in the receiving water at

the completion of initial dilution

l Relate turbidity and light transmittance data

l Relate Secchi disk and turbidity data.

By treating turbidity as a conservative parameter the turbidity in the receiving

water at the completion of initial dilution can be predicted as:

Te - Ta

‘f =Ta+ S
a

(VI-98)

where

‘f =

Ta =

Te =

Sa =

turbidity in receiving water at the completion of initial dilution

(typical units: JTU)

ambient or background turbidity

effluent turbidity

initial dilution.

Initial dilution can be predicted based on the methods presented earlier in

Section 6.5.2. Equation VI-98 can be used, then, to directly evaluate those standards

written in terms of maximum allowable turbidity or turbidity

An expression similar to Equation VI-98 can be used to

solids concentration in an estuary following completion of

Specifically:

Sse - Ssa
Ssf =Ssa+ s

a

increase.

evaluate the suspended

initial dilution.

(VI-99)

where

Ssf = suspended solids concentration at completion of initial dilution,

mg/l

Ssa = ambient suspended solids concentration, mg/l

Sse = effluent suspended solids concentration, mg/l
Sa = initial dilution.

Consider now a situation where light transmittance data have been collected

but the state standard is expressed in terms of turbidity. A relationship between

the two parameters would be useful. Such a relationship can be developed by first
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considering the Beer-Lambert law for light attenuation:

Td = exp(-ad) (VI-1OO)

where

‘d = fraction of light transmitted over a depth d, dimensionless

@ = light attenuation, or extinction coefficient, per meter

d = vertical distance between two locations where light is measured,

meters.

Austin (1974) has shown that the attenuation coefficient is expressible in terms of

turbidity as:

where

JTU =

k .

Combining Equat

a’= k“ JTU

turbidity, in Jackson turbidity units

coefficient ranging from 0.5 to 1.0.

ions VI-1OO and VI-101 the turbidity is expressible as:

JTU=-; in Td

The increased turbidity (JTU) is expressible as:

-1

()

‘d 2—.
*JTu=~ ln Td

1

(VI-101)

(VI-102)

(VI-103)

where

‘d2 = light transmittance at the final turbidity

‘d ~ = light transmittance at the initial turbidity.

Vertical profiles of several water quality parameters, including percent

light transmittance, have been collected in the vicinity of a municipal wastewater

discharge in Puget Sound. Figure VI-37 shows each of the three profiles. If the

maximum allowable turbidity increase is 5 NTU, does the discharge, based on the

light transmittance profile shown in Figure VI-37 violate this requirement?

It is known that the wastefield is submerged between about 10 to 20 m

below the water’s surface. Light transmittances at these depths are about
18 to 20 percent. Deeper within the water column light transmittances are

at background Values of about 55 percent. Note that in the top few meters the
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FIGURE VI-37 WATER QUALITY PROFILE OF SELECTED PARAMETERS
NEAR A MUNICIPAL OUTFALL IN PUGET SOUND.
WASHINGTON

These low transmittances are

a lens of turbid freshwater.
light transmittances are between O and 10 percent.

not due to the wastefield, but rather are caused by

Consequently, the following data will be used here:

k = 0.5

d = 1 m (i.e., percent transmittance measured over 1 m)

‘d* = 18 percent

‘d* = 55 percent.

The turbidity increase is:

‘JTu=mi+-n ‘n ()
~. 2.2 JT”
0.55
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Assuming JTU and NTU units are equivalent (EPA, 1979), then the increased turbidity

is less than the 5.0 NTU allowable.

It is of interest to calculate the percent light transmittance within the

plume that would cause a 5 NTU increase in turbidity. Using a typical background

light transmittance of 50 percent found in central Puget Sound, the minimum light

transmittance (Td ) is computed to be:

{
42percent for k = 0.5

‘dz = 0.5 percent for k = 1.0

Light transmittances as low as 0.5 to 4 percent

other than the plume (e.g. plankton blooms and

lowest light transmittances associated with the

per meter.

have been found due to causes

fresh water runoff), but the

plume have been about 18 percent

Secchi disk and turbidity can be related to each other in the following manner.

Assume that the extinction coefficient of visible light (a) is directly propor-
tional to turbidity (T) and inversely proportional to Secchi disk (SD), or:

a= k, T (VI-104)

and

k2
ci=—

SD (VI-105)

where k, and kg are constants which have not yet been specified. These two rela-

tionships

Combining

becomes:

have theoretical bases, as discussed in Austin (1974) and Graham (1968).

those two expressions, the relationship between Secchi disk and turbidity

(VI-106)

Typical values of kl and k2 are:

‘1 = 0.5 to 1.0, where T is expressed in JTU’S

‘2 = 1.7 where Secchi disk is expressed in meters.
Thus Equation VI-106 provides a method of correlating turbidity and Secchi disk

data.

When state standards are written in terms of Secchi disk, it is convenient
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to combine Equations VI-98 and VI-106 to yield:

or

‘De = [(+-+)s~++]-’

(VI-107)

(VI-108)

where

SDf = minimum allowable Secchi disk reading in receiving water such

that the water quality standard is not violated

SDa =  ambient Secchi disk reading

Sa =  minimum initial dilution which occurs when the plume surfaces

SDe =  Secchi disk of effluent.

Since Secchi disk measurements are made from the water’s surface downward, critical

conditions (in terms of the Secchi disk standard) will occur when the initial dilution

is just sufficient to allow the plume to surface. It is notable that maximum turbidity

or light transmittance impacts of a wastewater plume will occur when the water column

is stratified, the plume remains submerged, and initial dilution is a minimum. Under

these same conditions, however, Secchi disk readings might not be altered at all, if

the plume is trapped below the water’s surface at a depth exceeding the ambient

Secchi disk depth.

A municipality discharges its wastewater through an outfall and diffuser

system into an embayment. The state standard specifies that the minimum allowable

Secchi disk is 3m. Determine whether the discharge is likely to violate the

standard. Use these data:

SDa = 5 to 10m, observed range

sa = 75, minimum initial dilution when the plume surfaces

One method of approaching the problem is to assume that violation of the  

water quality standard is incipient (i.e. SDf = 3m). Under these conditions

the effluent Secchi disk would have to be:

‘De = [(+-+) ,s++]-’=o.~fn

= 4 inches
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Thus, if the Secchi disk of the effluent exceeds 4 inches, the standards will not 

be violated even under these critical conditions. It would be a simple matter to 

measure the Secchi disk of the treated effluent to see whether the standard could

be violated or not.

6.8 SEDIMENTATION

6.8.1 Introduction

Like turbidity, sedimentation is a multifaceted phenomenon in estuaries. As

in rivers, estuaries transport bed load and suspended sediment. However with the

time varying currents in estuaries, no equilibrium or steady state conditions can be

achieved (Ippen, 1966). Additionally, while any given reach of a river has reasonably

constant water quality conditions, an estuary can vary from fresh water (1 ppt.

salinity) to sea water (30 ppt. salinity), and from a normally slightly acidic

condition near the head to a slightly basic condition at the mouth. The behavior of

many dissolved and suspended sediments varies substantially across these pH and

salinity gradients. Many colloidal particles* agglomerate and settle to the bottom.

In general, all estuaries undergo active sedimentation which tends to fill them in.

It is also true for essentially all U.S. estuaries that the rate of accumulation of

sediment is limited not by the available sources of sediment but by the estuary’s

ability to scour unconsolidated sediments from the channel floor and banks.

6.8.2 Qualitative Description of Sedimentation

Before presenting what quantitative information is available concerning sediment

distribution in an estuary, a qualitative description of sediment sources, types and

distribution will be helpful. Sediment sources may be divided into two general

classes: sources external to the estuary and sources internal to the estuary (Schultz

and Simmons, 1957). The major sources of sediment within each category are shown

below. By far the largest external contributor is the upstream watershed.

1. External:

l Upstream watershed

l Banks and stream bed

l Ocean areas adjacent

of tributaries

to the mouth of the estuary

l Surface runoff from land adjacent to the estuary

*Colloidal particles are particles small enough to remain suspended by the random
thermal motion of the water.

-282-



@ Wind borne sediments

l Point sources (municipal and industrial).

2. Internal:

o Estuarine marsh areas

c Wave and current resuspension of unconsolidated bed materials

l Estuarine biological activity

o Dredging.

General characterizations of U.S. estuarine sediments have been made by Ippen

(1966) and by Schultz and Simmons (1957). Many individual case study reports are

available for sediment characterization of most of the larger U.S. estuaries (i.e.

Columbia River, San Francisco Bay, Charles Harbor, Galveston Bay, Savannah Harbor,

New York Harbor, Delaware River and Bay, etc.). In general, estuarine sediments

range from fine granular sand (0.01 in. to 0.002 in. in diameter) through silts and

clays to fine colloidal clay (0.003 in. or less in diameter) (Ippen, 1966). Very

little, if any, larger material (coarse sand, gravel, etc.) is found in estuarine

sediments. Sand plays a relatively minor role in East Coast, Gulf Coast and Southern

Pacific Coast estuaries. Usually it constitutes less than 5% by volume (25% by

weight) of total sediments for these estuaries with most of this sand concentrated

near the estuarine mouth (Schultz & Simmons, 1957.). By contrast, sand is a major

element in estuarine shoaling for the north Pacific estuaries (i.e., Washington

and Oregon coasts). These estuaries are characterized by extensive oceanic sand

intrusion into the lower estuarine segments and by extensive bar formations near the

estuarine mouth. The relative distribution of silts and clays, of organic and

inorganic material within different estuaries, and, in fact, the distribution of

shoaling and scour areas within estuaries, varies widely.

6.8.3 Estuarine Sediment Forces and Movement

As sediments enter the lower reaches of a river and come under tidal influence

they are subjected to a wide variety of forces which control their movement and

deposition. First, net velocities in the upper reaches of estuaries are normally

lower than river velocities. Additionally, the water column comes under the influence

of tidal action and thus is subject to periods of slack water. During these periods

coarse sand and larger materials settle. The scour velocity required to resuspend a

particle is higher than that required to carry it in suspension. Thus, once the
coarser particles settle out in the lower river and upper estuarine areas, they tend

not to be resuspended and carried farther into the estuary (U.S. Engineering District,

San Francisco, 1975). Exceptions to this principle can come during periods of

extremely high river discharge when water velocities can hold many of these particles

in suspension well into or even through an estuary. Table VI-26 lists approximate

maximum allowable velocities to avoid scour for various sizes of exposed particles.
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TABLE VI-26

MAXIMUM ALLOWABLE CHANNEL VELOCITY TO AVOID BED SCOUR (FPS) (KING, 1954)

Water Water trans-
Clear trans- porting non-
water, porting colloidal silts,

Original material excavated no sands, gravels
detritus colloidal

silts or rock
fragments

Fine sand

Sandy loam

Silt loam

Alluvial silts

Ordinary firm loam

Volcanic ash

Fine gravel

Stiff clay

Graded, loam to cobbles

Alluvial silt

Graded, silt to cobbles

Coarse gravel

Cobbles and shingles

Shales and hardpans

1.50

1.75

2.00

2.00

2.50

2.50

2.50

3.75

3.75

3.75

4.00

4.00

5.00

6.00

2.50

2.50

3.00

3.50

3.50

3.50

5.00

5.00

5.00

5.00

5.50

6.00

5.50

6.00

1.50

2.00

2.00

2.00

2.25

2.00

3.75

3.00

5.00

3.00

5.00

6.50

6.50

5.00

Values are approximate and are for unarmored sediment (sediment not protected by a

covering of larger material).

Sediments are subject to gravitational forces and have size-dependent settling

velocities. In highly turbulent water the particle fall velocities can be small

compared to background fluid motion. Thus gravitational settling occurs chiefly in

the relatively quiescent, shallow areas of estuaries or during periods of slack

water. As mentioned earlier, particle settling attains a maximum in each tidal cycle

during high water slack and low water slack tides. During periods of peak tidal

velocity (approximately half way between high and low water) resuspension of unconsoli-

dated sediment may occur. Thus during a tidal cycle large volumes of sediment are

resuspended, carried upstream with flood flow, deposited, resuspended, and carried

downstream on the ebb tide. Only those particles deposited in relatively quiescent

areas have the potential for long term residence. Compounding this cyclic movement

of sediments are

dynamics. Thus,

another (Schultz

seasonal river discharge variations which alter estuarine hydro-

sediment masses tend to shift from one part of an estuary to

and Simmons, 1975).
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As fresh waters encounter areas of significant salinity gradients extremely

fine particles (primarily colloidal clay minerals) often destabilize (coagulate)

and agglomerate to form larger particles (flocculate). The resulting floe (larger

agglomerated masses) then settles to the bottom. Coagulation occurs when electrolytes,

such as magnesium sulfate and sodium chloride, “neutralize” the repulsive forces be-

tween clay particles. This allows the particles to adhere upon collision (flocculation),

thus producing larger masses of material. Flocculation rates are dependent on the

size distribution and relative composition of the clays and electrolytes and upon

local boundary shear forces (Ippen, 1966, and Schultz and Simmons, 1957). Flocculation

occurs primarily in the upper central segments of an estuary in the areas of rapid

salinity increase.

Movement of sediments along the bottom of an estuary does not continue in a net

downstream direction as it does in the upper layers and in stream reaches. In all

but a very few extremely well mixed estuaries upstream bottom currents predominate at

the mouth of an estuary. Thus, upstream flow is greater than downstream flow at the

bottom. This is counterbalanced by increased surface downstream flow. However, net

upstream flow along the bottom results in a net upstream transport of sediment along

the bottom of an estuary near the mouth. Thus, sediments and floes settling into the

bottom layers of an estuary near the mouth are often carried back into the estuary

rather than being carried out into the open sea. Consequently, estuaries tend to

trap, or to conserve sediments while allowing fresh water flows to continue on out to

sea. At some point along the bottom, the upstream transport is counter-balanced by

the downstream transport from the fresh water inflow. At this point, termed the

“null zone,” there is essentially no net bottom transport. Here sediment deposition

is extensive. In a stratified estuary this point is at the head of the saline

intrusion wedge. In a partially mixed estuary it is harder to pinpoint. Nonetheless,

sedimentation is a useful parameter to analyze and will be handled in a quantitative

manner beginning with Section 6.8.4.

To this point, flow in a fairly regular channel has been assumed. However,

in many estuaries geomorphic irregularities exist. Such irregularities (e.g.,

narrow headlands) create eddy currents on their lee sides. These eddy currents,

or gyres, slow the sediment movement and allow local shoaling. Additionally,

large shallow subtidal or tidal flatlands exist in many estuaries. Such areas are

usually well out of the influence of primary currents. As a result local water

velocities are usually low and increased shoaling is possible.

Wind and waves also have a major influence on estuarine sediment distribution.

Seasonal wind driven currents can significantly alter water circulation patterns and

associated velocities. This in turn determines, to a large extent, the areas of net

shoaling and scour throughout an estuary. Local wind driven and oceanic waves can

create significant scour forces. Such scour, or particle resuspension, is particularly
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evident in shallow areas where significant wave energy is present at the sediment/

water interface. Local wind driven waves are a major counterbalancing force to low

velocity deposition in many shallow estuarine areas (U.S. Engineering District, San

Francisco, 1975).

Finally, oceanic littoral currents (long shore currents) interact with flood and

ebb flows in the area of an estuary mouth. Particularly in the Pacific Northwest,

sandy sediment fed from such littoral drift is a major source of estuarine sediment,

and the interference of littoral drift with normal flood and ebb flows is the major

factor creating estuarine bars.

Figure VI-38 shows the schematic flow of annual sediment movement through

San Francisco Bay. With the exception of the magnitude of annual dredging, this is

typical for most U.S. estuaries. The most important thing to observe is the dominance

of resuspension and redeposition over all other elements of sediment movement includ-

ing net inflow and outflow. Also note that there is a net annual accumulation of

deposited sediment in the bay. This figure is also helpful in conceptualizing the

sediment trap or sediment concentration characteristic of estuaries. In any year,

8-10 million cubic yards flow into the estuary and 5 to 9 million cubic yards flow

out. However, over 180 million cubic yards are actively involved in annual sediment

transport within the estuary.

Figure VI-39 is an idealized conceptualization of the various sediment-related

processes in an estuary. It must be remembered that these processes actually overlap

spatially much more than is shown and that the processes active at any given location

vary considerably over time.

From this qualitative analysis, there are some general statements which can be

made. Ippen (1966) drew the following conclusions on the distribut

sediments:

The major portion of sediments introduced into suspensi

from any source (including resuspension) during normal

retained therein, and if transportable by the existing

ion of estuarine

on in an estuary

conditions is

currents is

deposited near the ends of the salinity intrusion, or at locations of

zero net bottom velocity.

Any measure contributing to a shift of the regime towards stratification

causes increased shoaling. Such measures may be: structures to reduce

the tidal flow and prism, diversion of additional fresh water into the

estuary, deepening and narrowing of the channel.

Sediments settling to the bottom of an estuary are generally transported

upstream and not downstream. Such sediments may at some upstream point

be resuspended into the upper layers and carried back downstream.

Sediments accumulate near the ends of the intrusion zone and form

shoals. Shoals also form where the net bottom velocity is zero (in the

null zone).
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FIGURE VI-38 SEDIMENT MOVEMENT IN SAN FRANCISCO BAY SYSTEM
(MILLION CUBIC YARDS), FROM: U.S. ENGINEERING
DISTRICT, SAN FRANCISCO, 1975)

o The intensity of shoaling is most extreme near the end of the intrusion

for stratified estuaries and is lessened in the well mixed estuary.

o Shoals occur along the banks of the main estuarine channel where

water is deep enough to prevent wave induced scour and where velocities

are reduced from main channel velocities sufficiently to allow settling.

Schultz and Simmons (1957) made similar conclusions but added the presence

of shoaling at the mouth where flood and ebb currents intercept littoral drift.

6.8.4 Settling Velocities

As was stated in the previous section, settling velocities do not play a

great role in controlling sedimentation patterns in estuaries as they do in lakes.

However, it is informative to assess settling rates for various size particles. The

possible size classifications of particles and their general inclusive diameter sizes

are shown in Table VI-27. Table VI-28 lists terminal settling velocities for each

particle size assuming spherical particles and density of 2.0* in quiescent water.

From this table it can be inferred that particles of the medium sand class and

coarser probably settle to the bottom within a very short time after entering an

estuary.

*The density of many inorganic suspended particles is approximately equal to that of
sand (2.7 gm/cm ) while that of biomass and organic detritus is usually much closer
to that of water and can be assumed to be about 1.1 gm/cm .3
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FIGURE VI-39 IDEALIZED ESTUARINE SEDIMENTATION

Turning to the other end of the particle size scale of Table VI-28, particles
-6 -7with a diameter of 10 mm fall only 3.1 x 10 inches per hour in the most

favorable environment (calm waters). Such a settling rate is not significant in the

estuarine environment. Figure VI-40 shows the quiescent settling rates for particle

sizes in between these two extremes since this intermediate size group is of real

significance in estuarine management (primarily silts). For particles smaller than

those shown in Figure VI-40, gravitational settling is not a significant factor in

controlling particle motion. Particles substantially larger than the range shown in

Figure VI-40 tend to settle above, or at, the head of an estuary.

Combining Figure VI-40 (fall per tidal cycle)* with known segment flushing

* Based on a 12.4 hour tidal cycle.
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TABLE VI-27

SEDIMENT PARTICLE SIZE RANGES (AFTER HOUGH, 1957)

PARTICLE SIZE RANGE

Inches Millimeters

D Dmax. D Dmin. max. min.

Derrick STONE 120 36 -- --

One-man STONE 12 4 -- --

Clean, fine to coarse GRAVEL 3 1/4 80 10

Fine, uniform GRAVEL 3/8 1/16 8 1.5

Very coarse, clean uniform SAND 1/8 1/32 3 0.8

Uniform, coarse SAND

Uniform, medium SAND

Clean, well-graded SAND AND GRAVEL

Uniform, fine SAND

Well-graded, silty SAND AND GRAVEL

Silty SAND

Uniform SILT

Sandy CLAY

Silty CLAY

CLAY (30 to 50% clay sizes)

Collodal CLAY (-21J~50%)

1/8 1/64 2
-- -- 0.5
-- -- 10
-- -- 0.25
-- -- 5
-- -- 2
-- -- 0.05
-- -- 1.0
-- -- 0.05
-- -- 0.05
-- -- 0.01

0.5

0.25

0.05

0.05

0.01

0.005

0.005

0.001

0.001

0.0005

10-6

times (in tidal cycles) the size of particles tending to settle out in each segment

can be estimated. If such predictions reasonably match actual mean segment sediment

particle size, then this method can be useful in predicting changes in sediment

pattern. Anticipated changes in river-borne suspended sediment load by particle size

can be compared to areas where each size of particle would tend to settle. This

would then identify areas which would either be subject to increased shoaling or

reduced shoaling and increased scour. This type of analysis has been more successful

when applied to organic detritus material than for inorganic suspended loads.

A number of simplifying assumptions have gone into this settling velocity

analysis. The most significant of these are:

o Water column density changes have been ignored. Inclusion of this
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TABLE VI-28

RATE OF FALL IN WATER OF SPHERES OF
VARYING RADII AND CONSTANT DENSITY OF 2a

AS CALCULATED BY STOKES’ LAWb’G(MYsELs,1959)

Radius Terminal velocity

mm. cm./sec. cm./min.

10

1

0.1

0.01
10-3

10-4

,()-5

,.-6
,.-7

(>1)

(>1)

(>1)

2.2X1O-2 1.3

2.2X1O-4 0.013

2.2x1o-6 1.3X1O-4

2.2X1O-8 1.3X1O-6

2.2X1O-10 1.3X1O-8

(2.2 X1 O-12)

a To apply to other conditions, multiply the u value
by the pertinent density difference and divide it
by the pertinent viscosity in centipoises.

b Values in parentheses are calculated by Stokes’ law
under conditions where this law is not applicable.

c Stokes law states that the terminal velocity is pro-
portional to the particle radius squared, the differ-
ence in density and inversely proportional to the
liquid viscosity.

factor would slightly reduce the settling velocity with increased

depth. This effect will be more significant for organic matter because

of its lower density.

l Dispersive phenomena and advective velocities have not been considered.

l Table VI-27 and Figure VI-40 are based on the fall of perfectly spherical

particles. Non-spherical particles have lower settling velocities.

l Interference between particles has not been considered. However, in a

turbulent, sediment-laden estuary such interference is possible (hindered

settling). The analysis of the effect of interference on settling veloci-

ties was covered in Chapter V for lakes. This analysis is also basically

valid for estuaries. The effects introduced there can be applied to

Figure VI-40 velocities to adjust for particle interference.

-290-



FIGURE VI-40   PARTICLE DIAMETER vs SETTLING
FALL PER TIDAL CYCLE (12.3 HRS)
UNDER QUIESCENT CONDITIONS
(SPHERES WITH DENSITY 2.0 GM/CM3)

6.8.5 Null Zone Calculations

It was previously mentioned that substantial shoaling occurs in the area of the

null zone. It is possible to estimate the location of this zone, and hence the associ-

ated shoaling areas, as a function of water depth and river discharge. In addition

to the importance of the null zone to shoaling, Peterson and Conomos (Peterson, et al

1975) established the biological and ecological importance of this area in terms of

planktonic production. The null zone, therefore, is both an area of potential

navigational hazard and an area of major ecological importance to the planner.

Silvester (1974) summarized the analysis for estimating the location of the null

zone with respect to the mouth of an estuary. The basic equation used in this analysis

is:

.,

Tn “2
1000 r

—=
so 0.7SoF2n ~

(VI-109)

where

Tn =   mean salinity (averaged vertically and over a tidal

cycle) at the null point (n), (ppt)
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so

$.

9
d

Fn

where

AP~Pn

= ocean surface salinity adjacent to the estuary in parts per
thousand (ppt),

= fresh water flow velocity (ft/sec)
= gravitational acceleration = 32.2 ft/sec2,

= estuarine depth, (ft)

= densimetric Froude number at the null zone where Fn is

defined by:

Fn =ur//’f~ (VI-11O)

= difference between fresh water density and that at the the null

zone (averaged over the depth of the water column) divided by the

density at the null zone. This value may be approximated for

estuarine waters by:

Combining Equations VI-109 and VI-11O and solving for # yields
n

(VI-111)

This formulation is particularly good for channels which are either maintained

at a given depth (dredged for navigation) or are naturally regular, as “d” represents

mean cross section channel depth at the null zone.

The use of these equations first requires location of the present null zone.

This can most easily be done by measuring and averaging bottom currents over one

tidal cycle to locate the point where upstream bottom currents and downstream river

velocities are exactly equal, resulting in no net flow. This situation is schematic-

ally shown in Figure VI-41.

When this point has been established for one set of river discharge conditions,

Equation VI-111 can be substituted into Equation VI-llO to calculate Fn. This

Fn value is an inherent characteristic of an estuary and can be considered to be

constant regardless of the variations in flow conditions or null zone location

(Silvester, 1974).

With this information and a salinity profile for the estuary (Sx plotted

against x from x = O at the mouth of the estuary to x = L at the head) the location

of future null zones may be calculated. Given the new conditions of Ur (changes

in river discharge) or of d (changes in channel depth, as by dredging activity),

Equation VI-109 will allow calculation of a new~n. This may be

plotted on the salinity profile to calculate the location of a new null zone position.

Even though these changes will produce a new estuarine salinity profile, the use of
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*
‘0.9 = tidally averaged velocity at a depth equal

to 0.9 of the water column depth.
**

‘R = river flow velocity

FIGURE VI-41 ESTUARINE NULL ZONE IDENTIFICATION

Equation VI-109 and the old (known) salinity profile will produce reasonably good

estimates of longitudinal shifts in the location of the null zone. Salinity profiles

for appropriate seasonal conditions should be used for each calculation (e.g., low

flow profiles for a new low flow null zone calculation).

Estimation of Null Zone Location

An estuary has the tidally averaged salinity profile shown in the Salinity

 Table below. Mean channel depth in the area of the existing null zone is 18 feet
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and the salinity at that point is 10 parts per thousand (ppt). Current (low flow)

river discharge velocity is 0.5 ft/sec. Normal winter (high flow) velocity is 1.8

ft/sec. It is desired to know where the null zone will be located in summer and

winter if a 30 ft deep channel is dredged up to 70,000 feet from the mouth.

SALINITY DATA FOR EXAMPLE VI-19

Distance from mouth (1000ft) 5 15 25 35 45 55 65 75 85

Salinity (ppt) 30 28 25 20 13 8 6 4 1

From Equation VI-11O and Equation VI-111:

 be:

Fn = Ur /~(.7/1000)  (~n) (g) (d)

= 0.5 ft/sec/~(7x10-4) (lOppt) (32.2 ft/sec2) (18ft)

or Fn = 0.248

From equation VI-109 the null zone salinity with a deeper channel will

Tn = 6.0 ppt

From the previous tabulation this will occur approximately 65,000 ft from the

 mouth of the estuary.
Under winter flow conditions:

so 1000 u:
Sn =

0.7 F; gd

= (1000) (1.8 ft/see)/O.7  (0.248)2 (32.2 ft/sec2) (30ft)

-$ = 77.9ppt

This Yn is greater than ocean salinity and will not actually be

encountered. Thus, null zone shoaling will occur at the mouth if it occurs at

 all. This condition is common for rivers with seasonally variable flow rates.
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CHAPTER 7

GROUND WATER

7.1 OVERVIEW

Ground water now serves as a source of drinking water for over 100 million people

in the United States, including an estimated 95 percent of the rural population.

Ground water is also used for irrigation, industrial process water, and cooling water.

Along with its increased usage has come an awareness of the need for protecting its

quality. Recent legislation and policy decisions, including the Resource Conservation

and Recovery Act, its amendments, and the U.S. EPA’s Ground Water Protection Strategy,

attempt to minimize the impacts of waste disposal on ground water quality. Predictive

methods are needed to determine the hazards associated with existing sites and proposed

waste disposal activities.

7.1.1 Purpose of Screening Methods

The purpose of this chapter is to discuss approaches and hand calculation methods

which can be used to predict ground water contamination for common waste disposal

techniques and hydrogeologic settings. The screening methods can answer questions such

as how long it will take contaminants to reach a downgradient location. For example,

are the contaminants likely to reach a water supply well in 1 to 2 days or 10 to 20

years? In addition, an initial assessment of the hazard involved can be made. For

example, are the predicted concentrations below detectable levels or several times

greater than the drinking water standards? Based on such results, decisions can be

made to improve the estimates by collecting additional data, to proceed to more

detailed analyses including numerical simulation models, or to proceed to other more

critical problems. Guidance is included at the end of this chapter suggesting when

numerical simulation models should be used.

The hand calculation methods presented in this chapter have been selected based on

a series of criteria similar to those used for the surface water methods presented in

earlier chapters. The two primary criteria are 1) that, although the method can be

simplified, it must be technically defensible and 2) that it require limited data which

can be easily estimated or obtained. One simplification in all the methods presented

is the use of spatially and temporally averaged data. To do otherwise requires a grid

system, a computer, and most importantly--extensive data. Through careful selection of

parameter values and the use of sensitivity analyses, results for both worst case and

typical conditions can be obtained. The other criteria are 3) that the method be

applicable to a range of waste sources and 4) that the method be applicable to a

variety of hydrogeologic settings.

The emphasis of this chapter is on prediction of contaminant migration in porous

media. Specific methods for handling solute migration in fractured formations have not
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been included in this chapter. While fractured formations are important in some parts

of the country, predictions of contaminant behavior in such systems are typically not

amenable to screening methods. For porous media, the hand calculation methods

presented can predict the time for specific concentrations to occur at downgradient

locations, the time for contaminants to reach a specified distance, the concentration

at a given time and location, or the maximum likely concentration at any location.

7.1.2 Ground Water vs. Surface Water

To orient readers who are more familiar with surface water than ground water, the

major differences in both physical and chemical processes are presented before

proceeding to the remainder of the chapter. Most of the differences stem from the fact

that surface waters occur in surface depressions exposed to the atmosphere, while most

ground water occurs in porous media typically isolated from the atmosphere. Flow

velocities in ground water are much slower, on the order of meters per month rather

than meters per second. A consequence of the low velocities is that flow in porous

media is generally laminar, with the exception of flow in cavernous limestone

formations or volcanic formations with lava tubes. The presence of laminar flow

simplifies the flow calculations as will be discussed in more detail in Section 7.3.

The low velocities also mean that travel times must be carefully considered in

selecting sampling well locations and in interpreting previously collected data. The

lower velocities of ground water have several important implications with respect to

chemical processes. At low velocities, very slow chemical reactions can become

important and faster reactions often can be treated as equilibrium processes.

Mixing or dispersion in ground water is more difficult to quantify than in surface

water. Estimation of the extent of a mixing zone when contaminants enter an aquifer is

hard to determine and depends on local heterogeneities, particularly with respect to

hydraulic conductivity. The extent of vertical dispersion can be critical when

interpreting data obtained from wells screened over different intervals.

Another factor which is different is that there is far less temperature

fluctuation in most ground waters so that rate coefficients do not have to be

continuously adjusted for short-term temperature changes. Except in geothermal waters

or where a waste discharge has increased the temperature in its immediate vicinity,

ground water temperatures are likely to be between 5 and 15°C.

In addition to the above differences, there are differences in the solution

characteristics which influence the behavior of contaminants in subsurface waters. The

important solution characteristics are total dissolved solids, dissolved oxygen, pH,

redox potential, partial pressure of carbon dioxide, and solid/liquid ratio. Total

dissolved solids (TDS) concentrations in ground water typically range from 100-1000

mg/l, ionic strengths are generally close to 0, and activity coefficient corrections

are usually not necessary for screening calculations. If the TDS concentrations are
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greater than 1000 mg/l and the contaminants are metals, the need for activity

corrections should be considered. Dissolved oxygen (DO) had traditionally been

considered to be absent in ground waters. However, measurements in the last 10 to 15

years have shown levels up to 4 mg/l in some systems (Wilson and McNabb, 1981), The

presence or absence of DO can determine whether certain reactions will occur. For

example, dehydrochlorination of trichloroethylene into the dichloro isomers and vinyl

chloride can occur under anaerobic conditions but not aerobic conditions.

The presence or absence of dissolved oxygen along with other redox species also

determines the redox potential. Reducing conditions (no DO, presence of dissolved

iron) are common in ground water. Speciation of metals partly depends on redox

conditions. The pH of the ground water influences the degree to which metals adsorb

onto the permeable media. The occurrence of reducing conditions complicates sampling

and can cause metals to precipitate when the ground water is brought to the surface and

is exposed to the atmosphere. Another factor which causes problems in sampling,

particularly for metals, is that the ground water is typically supersaturated with

respect to atmospheric levels of carbon dioxide. When samples are brought to the

surface, the weak acid C02 may be lost. This causes the sample pH to rise and may

thereby change the speciation of metals and allow some to precipitate.

The high solid to liquid ratio in ground water is a major difference from surface

water. Interfacial phenomena such as adsorption can be important chemical attenuation

processes. Example problems presented in later sections clearly show that solutes with

strong affinities for the solid phase do not travel far in porous media. Unlike in

surface waters, the particles to which the contaminants adsorb are usually immobile.

Because the particles are in continual contact with the flowing water the sorbed

contaminants can act as secondary sources and may desorb when the concentrations in the

ground water decrease. Resorption can occur in rivers but is less important since

most of the sorbed contaminants become part of the bottom sediment.

A final difference between surface and ground waters is in the screening methods

themselves. As will be discussed in more detail, considerably more analysis is

required prior to the use of a particular screening method to determine the flow paths

of the contaminants in ground water. Flow paths for rivers are easily determined by

visual observation, whereas in ground water they are based on limited data and

calculations.

7.1.3 Types of Ground Water Systems Suitable for Screening Methods

The screening methods presented in this chapter are applicable to porous media

where the capacity to transmit water is due to primary permeability (connected pores)

rather than due to secondary permeability (e.g., fractures, lava tubes). If fractures

in a formation are relatively uniform in size and spatially distributed over the area

of interest, these formations could be analyzed using the screening methods by
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substituting an equivalent permeability from pump tests. More complex fractured

formations (e.g., when the fractures are predominantly in one direction) are not

amenable to screening methods.

Major types of aquifers in the United States are shown in Figure VII-1. The

divisions shown are unconsolidated and consolidated formations, alluvial aquifers along

major rivers, and areas where aquifer yields are less than 0.2 m3/min (50 gpm) to

individual wells. The stratigraphy in an area can range from a layered system such as

on Long Island (Figure VII-2) to a complex system of unconsolidated glacial formations

overlying several different types of consolidated rock formations such as occur in New

Jersey (Figure VII-3). In such complex hydrogeologic systems, some aquifers may be

confined (i.e., not open to the atmosphere). In the arid western part of the country,

additional complications can occur. Examples include closed basins where

evapotranspiration is the only outflow and highly faulted basins which can have large

changes in permeability over short distances (Figure VII-4). Infiltration in such

basins typically occurs along the basin boundaries, primarily from runoff in the

mountains, instead of directly through the valley floor. There are also more likely to

be thick unsaturated zones. Screening methods are presented in this chapter which

predict the migration of contaminants in both the unsaturated and saturated zones.

7.1.4 Pathways for Contamination

The usual division of waste sources into point and nonpoint sources can be used

for ground water but this kind of division does not indicate the variety of ways in

which contaminants can enter ground water systems. Waste can enter the ground water

directly, through recharge of contaminated surface water, or through leakage from one

aquifer to another. In some cases, recharge of contaminated water may not be

considered because of the inferred presence of an impermeable layer or confining bed,

when in reality the impermeable layer or bed is discontinuous and contamination of an

underlying or overlying aquifer has occurred.

Examples of point sources of importance to ground water include surface

impoundments, landfills, spills and leaks, and injection wells. The largest number of

impoundments are associated with the oil and gas industry, although larger volumes of

waste are disposed by the paper, chemical, and metals processing industries (U.S. EPA,

1979). The relative number of impoundments by state is shown in Figure VII-5.

Landfills are used to dispose of sludge from municipal waste treatment plants, ash and

flue-gas desulfurization sludge from coal-fired utilities, and wastes from other types

of industries. The wastes can contain high concentrations of metals, organic

chemicals, and acids. Spills and leaks, particularly from underground storage tanks,

have recently been recognized as a major source of contamination, especially with

respect to organic chemicals (e.g., trichloroethylene and gasoline). Injection wells

have been used primarily for oil field brines and the associated “produced waters”, but
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FIGURE VII-2 GEOLOGIC SECTION IN WESTERN SUFFOLK COUNTY, LONG ISLAND,
SHOWING BOTH CONFINED AND UNCONFINED AQUIFERS,
REFERENCE: TETRA TECH (1977)

some manufacturing process wastes and mining wastes have also been injected into deep

aquifers or into dry wells in areas with deep unsaturated zones. Contamination from

wells can also occur from migration from one zone or aquifer to another along abandoned

or improperly plugged casings.

Nonpoint sources, which result in contaminants being spread over large areas,

include seepage from residential areas with septic tank systems, infiltration of

runoff, and application of pesticides and fertilizer to agricultural and residential

land. The methods presented in this chapter are oriented more towards point sources

but can be used to estimate the overall effect on an aquifer of a wide-spread

contaminant.

7.1.5 Approach to Ground Water Contamination Problems

The initial step in analyzing a ground water problem is the selection of the

spatial and temporal framework for the problem. The spatial representation is

determined from the disposal system configuration (i.e., a large pond or landfill

versus a leak or an injection well) and the type of question being asked. For example,

if the need is to predict the concentration at the water table of a contaminant spilled

at the surface, a one-dimensional vertical transport method may be most appropriate.

If the need is to predict the areal extent of a ground water plume, a two-dimensional

method for flow in the saturated zone would be preferred. The temporal representation

of a problem must consider whether a waste source should be considered as a one-time
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A) VALLEY IN BASIN AND RANGE AREA SHOWING
THICK UNSATURATED ZONE OF COARSE SAND
AND GRAVEL

B) FAULTED BASINS WHICH CAN BE CLOSED. RECHARGE IS
MOSTLY FROM RUNOFF IN MOUNTAINS NOT RAINFALL

DIRECTLY ON VALLEY FLOOR

FIGURE VII-4   GENERALIZED CROSS-SECTIONS SHOWING FEATURES COMMON
IN ARID WESTERN REGIONS OF THE UNITED STATES.
REFERENCE: EAKIN, PRICE, HARRILL (1976)
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FIGURE VII-5
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discharge (slug), as a continuous discharge, or otherwise. This distinction does not

have to be made in absolute terms but instead can be made relative to the time scale of

the problem. For example, if waste had been discharged to a pond for a one-month

period and the objective was to predict concentrations at a downgradient well five

years later, the waste source could be considered to act as a slug discharge. Examples

of how problems should be proposed (set-up) are given in Section 7.5.

7.1.6 Organization of This Chapter

The remaining sections describe the specific screening methods, how to estimate or

obtain the necessary data, and how to interpret the results. Section 7.2, Aquifer

Characterization, is intended as a reference section for those readers who may not be

familiar with ground water terminology. Parameter nomenclature which may be

encountered in the literature is explained, and typical values are provided.

Information is also included on methods for estimating the parameters and for

quantifying them either in the laboratory or in the field. Section 7.3, Ground Water

Flow Regimes, describes detailed procedures for estimating seepage velocities and

travel times for conservative constituents and includes example problems. Section 7.4,

Pollutant Transport Processes, discusses the major physical and chemical transport

processes. A practical approach is provided for estimating dispersion and diffusion.

This section also discusses pollutant-soil interactions and the chemical and biological

processes which are pertinent to subsurface problems. Methods are described for

estimating the necessary rate coefficients and for incorporating them into the

screening methods. Section 7.5, Methods for Predicting the Fate and Transport of

Conventional and Toxic Pollutants, presents five different calculation methods. The

methods predict migration of solutes from a contaminated aquifer to a well, from an

injection well out into an aquifer, from the surface down to the water table, and from

a one-time or continuous discharge downgradient in the saturated zone. For each method

selected the following information is provided:

@ Uses of the method

@ Brief description of method

o Assumptions and simplificati

c Types of input data needed

l Worked-out example problems

o Limitations of the method.

Finally, Section 7.6, Interpretation of 

and its theoretical basis

ons required

Results, discusses reference criteria which may

be of interest, and methods for estimating the uncertainty associated with the results.

Guidelines are discussed for suggesting when more detailed analyses, including use of

numerical simulation models, are warranted given the relative hazard, the uncertainty

associated with the screening results, data availability, and time and budget

constraints. Section 7.7, References, includes the references cited in the chapter and

a list of additional material which may be helpful, particularly with respect to field

sampling.
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7.2  AQUIFER CHARACTERIZATION

This section is intended as a reference section for those users of the manual who

may not be familiar with the parameters used in ground water investigations. It is

anticipated that most readers will use this section only as needed to obtain a typical

value for a given parameter or to review methods for measuring the parameters.

Before the transport of contaminants in ground water can be predicted, estimates

of key properties of the porous media are needed. Section 7.2 discusses the definition

and use of these parameters in the screening methods. The key parameters have been

grouped into those characteristic of the porous media (Section 7.2.2), those used to

estimate flow in the saturated zone (Section 7.2.3), and those used to estimate flow in

the unsaturated zone (Section 7.2.4). Tables of average and typical values for a wide

range of geologic formations have been included. The specific parameters are listed in

Table VII-1. Additional parameters, also shown in this table, are discussed in

Appendix I. The parameters given in Appendix I are not generally needed for the

screening methods presented later in this chapter but may be encountered in the ground

water literature. Methods for measuring the parameters in the field or laboratory or

estimating them from other parameters are presented in Section 7.2.5. A discussion has

also been included in this section on sample size and confidence levels.

7.2.1 Physical Properties of Water

For the vast majority of problems of interest, the concentration of dissolved

solids in the ground water is so low that it does not affect the physics of fluid flow.

Hence, the physical properties of the transport fluid such as density, viscosity,

compressibility, etc. are assumed to be independent of the solute concentrations and to

be equal to those of pure water. Situations where this assumption may not be true are

when the solute concentrations are very high, (e.g., brackish aquifers or where large

quantities of pure solute with a density different than water have been mixed with

ground water (e.g., oil, gasoline)). The principal physical properties of water that

are of interest in ground water flow are density, viscosity, and compressibility. In

most situations these properties can be considered constant as shown below:

Compressibility of water at 1 atm and 4°C: 4.96x1O-11 cm sec21g

Density of water at 1 atm and 4°C: 1.000 g/cm3

Viscosity of water at 1 atm and 4°C: 0.01567 g/cm sec

Values for these properties as a function of temperature are included in Appendix I.

7.2.2 Physical Properties of Porous Media

The physical properties of porous media can be described by the relative state of

its three phases or primary components. These are the solid, liquid, and gaseous

phases. A schematic representation of a soil’s three phases is given in Figure VII-6.
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TABLE VII-1

AQUIFER PARAMETERS AND THEIR RELATIVE
IMPORTANCE AS SCREENING PARAMETERS

Relative Importance As
Section A Screening Parameter
Where

Symbol Parameter Discussed Lowa Highb

Pw
P

f3w

Ps
fj
de

P

6
Sr

s
Y

a

s;

s

b,h

K,T

X,y,z

6(4)

0-+

h

@g +J *!-J

+P3+P*HP
+O,+O,HO

I

density of water

viscosity of water

compressibility of water

particle density

bulk density

particle-size distribution

porosity

water content

specific retention

specific yield

compressibility of soil

specific storage

storativity

aquifer thickness

hydraulic conductivity
and transmissivity:
saturated media
unsaturated media

anistropy

soil-moisture
characteristic curve

hysteresis

water level elevation

gravitational potential

pressure potential

osmotic potential

hydraulic gradient

I-1

I-1

I-1

I-1

7.2.2.1

7.2.2.2

7.2.2.3

7.2,2.4

I-1

I-1

I-1

I-1

I-1

7.2.3.2

7.2.3.2
7.2.4.3

7.2.3.2

I-1

I-1

7.3.2

I-1

1-1

I-1

7.3.1

X

X

X

X

X

X

X

X

X

X

X

X
X

X

X

X

X

X

X

X

X

aParameter is not essential and/or its value can be easily obtained from
tables given in Section 7.2 and Appendix 1.

bParameter is essential. Estimates or measurements of its value are used in
the methods included in this chapter.
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Figure VII-6 Schematic Showing the Solid, Liquid and Gaseous
Phases in a Unit Volume of Soil

The solid phase is made up of soil particles that represent the

the aquifer.

A volume of soil V is equal to the sum of the volume of solids

water Vw, and the volume of gas (vapor phase), V :
9

granular skeleton of

V=vs+vw+v
9

 Vs, the volume of

(VII-1)

The volume of voids or pores Vv in a soil is defined as the sum of the water and gas

volumes:

Vv=vw+v
9

(VII-2)

hence

V=vs+vv (VII-3)

The total mass M of these three phases in a volume of soil is the sum of the mass

of solids 14s, the mass of water MW, and the mass of gas Mg (which is negligible):
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Pl=14/Mw+M
!J

(VII-4)

The quantitative relationship between the three phases can be characterized by

such variables as the bulk density of the soil, the particle-size distribution and the

porosity or water content.

7.2.2.1 Bulk Density

Bulk density is used in describing the phenomenon of sorption and retardation in

contaminant transport

soil Pb(g/cm3)  is defi

volume V(cm3):

The bulk density

equations (see Section 7.4.2.1.1). The dry bulk density of a

ned as the mass of a dry soil Ms(g) divided by its bulk or total

‘b = Ms/V (VII-5)

is affected by the structure of the soil (e.g., its looseness or

degree of compaction) as well as its swelling and shrinkage characteristics which are

dependent upon its wetness. Loose, porous soils will have low values of bulk density

and more compact soils will have higher values. Bulk density values normally range

from 1 to 2 g/cm3. Soils with high organic matter content will generally have lower

bulk density values. Very compact subsoils, regardless of texture, may have bulk

densities higher than 2 g/cm3. Moreover, there is a general tendency for the bulk

density to increase with depth. The range and mean value of bulk density for various

geologic materials are given in Table VII-2.

7.2.2.2 Particle-Size Distribution

Soil type can be used to estimate porosity, hydraulic conductivity, and specific

surface area available for sorption. The texture of a soil is usually determined by

the relative proportions (by dry weight) of sand, silt and clay present in the soil. A

soil-texture trilinear diagram is then used to determine the soil class (Figure VII-7).

Alternatively, soil classification can be characterized on the basis of particle or

grain-size distribution. Particle-size distribution curves (Figure VII-8) are obtained

by plotting the cumulative percentage (by dry weight) of soil particles in a soil as a

function of their particle size. Table VII-3 lists the range of particle sizes for

various soil classifications.

An effective particle size, de, is defined as the grain diameter for which “e”

percent of the particles (by dry weight) is equal or smaller in diameter. Normally “e”

is set to 10 percent for Hazen’s effective grain size dlo but d20 will often be used to

characterize coarse materials. ‘ence’ ‘f ‘lo = 0.6mm (uniform, coarse sand),

then 10% of the soil particles of this material (by dry weight) will have a grain

diameter less than or equal to 0.6mm. A list ofdlo effective grain sizes is given for
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TABLE VII-2

RANGE AND MEAN VALUES OF DRY BULK DENSITY

Material R~;;~ Mean3
(g/cm )

clay

silt

sand, fine

sand, medium

sand, coarse

gravel, fine

gravel, medium

gravel, coarse

loess

eolian sand

till, predominantly silt

till, predominantly sand

till, predominantly gravel

glacial drift, predominantly

glacial drift, predominantly

glacial drift, predominantly

sandstone, fine grained

sandstone, medium grained

siltstone

claystone

shale

limestone

dolomite

granite, weathered

gabbro, weathered

basalt

schist

1.18 - 1.72

1.01 - 1.79

1.13 - 1.99

1.27 - 1.93

1.42 - 1.94

1.60 - 1.99

1.47 - 2.09

1.69 - 2.08

1.25 - 1.62

1.33 - 1.70

1.61 - 1.91

1.69 - 2.12

1.72 - 2.12

silt 1.11 - 1.66

sand 1.36 - 1.83

gravel 1.47 - 1.78

1.34 - 2.32

1.50 - 1.86

1.35 - 2.12

1.37 - 1.60

2.20 - 2.72

1.21 - 2.69

1.83 - 2.20

1.21 - 1.78

1.67 - 1.77

1.99 - 2.89

1.42 - 2.69

1.49

1.38

1.55

1.69

1.73

1.76

1.85

1.93

1.45

1.58

1.78

1.88

1.91

1.38

1.55

1.60

1.76

1.68

1.61

1.51

2.53

1.94

2.02

1.50

1.73

2.53

1.76

Reference: Morris and Johnson (1967).
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Figure VII-7 Soil Texture Trilinear Diagram Showing Basic Soil
Textural Classes. Reference: Hillel (1971)

Figure VII-8 Typical Particle-size Distribution Curves
for Various Soil Classifications.
Reference: Bear (1972)
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TABLE VII-3

EFFECTIVE GRAIN SIZE AND THE RANGE OF SOIL
PARTICLE SIZES FOR VARIOUS MATERIALS

Effective
Grain Size Particle Size

Material d20(mm) dlo(mm) (mm)

colloidal clay

clay (30 to 50% clay sizes)

silty clay

sandy clay

uniform silt

silty sand

well-graded, silty sand and gravel

uniform, fine sand

clean, well-graded sand and gravel

uniform, medium sand

uniform, coarse sand

very coarse, clean, uniform sand

fine, uniform gravel

clean, fine to coarse gravel

one-man stone

derrick stone

1.5

3

13

150

1200

4oi*

.0003

.0015

.002

.006

.01

.02

.06

.1

.3

.6

10L.O1

.0005-.05

.001-.05

.001-1

.005-.05

.005-2

.01-5

.05-.25

.05-10

.25-.5

.5-2

.8-3

1.5-8

10-80

100-300

900-3000

*~ . -8angstrom = 1 x 10 cm.

Reference: Hough (1957).

various materials in Table VII-3. The dlo value can be used to predict intrinsic

permeability, as shown in Section 7.2.5.2.1.

7.2.2.3 Porosity

Porosity is an important screening parameter in saturated aquifers used in

computing the velocity of contaminants in the ground water (seepage velocity,

Section 7.3.3.1.2) and the sorption and retardation of contaminants (see

Section 7.4.2.1.1). Soil porosity “p” (unitless) is defined as the void or pore volume

Vv(cm3) of the soil divided by the bulk volume V(cm3) of the soil:

P =Vvlv (VII-6)
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The porosity is expressed as either a decimal fraction or as a percent. The void

volume of a soil is defined in Equation VII-2 as the sum of the gas and water filled

voids or interstices. Typical values of porosity for various geologic materials are

given in Table VII-4.

The term effective porosity pe (unitless) is sometimes used but its meaning

depends upon its usage. It can equal the specific yield of a water-table aquifer which

is defined as the volume of water obtained under a unit drop in head from a unit area

of the aquifer. Alternatively, it can refer to that portion of the porous medium

through which flow actually takes place. The last definition is important when the

porous matrix includes a large number of dead-end pores and hence part of the fluid in

the pore space is immobile (or practically so). In either definition, the effective

porosity is always less than or equal to the total porosity (peS p). The porosity of

consolidated materials depends mainly on the degree of cementation of the grains. The

porosity of unconsolidated materials depends on the packing of the grains, their shape,

arrangement and size distribution.

7.2.2.4 Water Content

Water content in the unsaturated zone is in some ways analagous to porosity in the

saturated zone of an aquifer. The water content is used in the computation of seepage

velocity and the sorption and retardation of contaminants. The water or moisture

content of a soil is the amount of water in a given amount of soil. It is a

dimensionless quantity and can be expressed on either a gravimetric (mass) or a

volumetric (volume) basis. The gravimetric water content Og (unitless) is defined as

the mass of water Mw (g) divided by the dry mass of the soil MS (g) (oven dried at 105-

110°C) :

@g=Mw/M s
(VII-7)

The volumetric water content (unitless) is defined as the volume of water Vw (cmJ)

divided by the volume of the soil V (cm3):

6=vw/v

These two expressions for water content are related as follows:

9=6P/Pgbw

(VII-8)

where Pb(g/cm3) is the dry bulk density of the soil and Pw(g/cm3)  is the density of

water. The ratio Pb/Pw is often called the apparent specific gravity of the soil

(unitless). Values for Pb can be found in Table VII-2 for different geologic

materials.
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TABLE VII-4

RANGE AND MEAN VALUES OF POROSITY

Range Mean
Material (percent) (percent)

clay

silt

sand, fine

sand, medium

sand, coarse

gravel, fine

gravel, medium

gravel, coarse

loess

eolian sand (dune sand)

till, predominantly silt

till, predominantly sand

till, predominantly gravel

glacial drift, predominantly silt

glacial drift, predominantly sand

glacial drift, predominantly gravel

sandstone, fine grained

sandstone, medium grained

siltstone

claystone

shale

limestone

dolomite

granite, weathered

gabbro, weathered

basalt

schist

34.2 - 56.9

33.9 - 61,1

26.0 - 53.3

28.5 - 48.9

30.9 - 46.4

25.1 - 38.5

23.7 - 44.1

23.8 - 36.5

44.0 - 57.2

39.9 - 50.7

29.5 - 40.6

22.1 - 36.7

22.1 - 30.3

38.4 - 59.3

36.2 - 47.6

34.6 - 41.5

13.7 - 49.3

29.7 - 43.6

21.2 - 41.0

41.2 - 45.2

1.4 - 9.7

6.6 - 55.7

19.1 - 32.7

34.3 - 56.6

41.7 - 45.0

3.0 - 35.0

4.4 - 49.3

42

46

43

39

39

34

32

28

49

45

34

31

26

49

44

39

33

37

35

43

6

30

26

45

43

17

38

Reference: Morris and Johnson (1967).
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In general, at saturation the volumetric water content tl~at equals the porosity

(i.e., OSat= P). For unsaturated conditions, (lis always less than the porosity.

However, for swelling, clayey soils, the volume of water at saturation can exceed the

porosity of the dry soil.

The volumetric water content is the most used and probably the most convenient

method of expressing water content. It is more directly adaptable to the computation

of fluxes and water quantities added or subtracted by seepage through ponds and

landfills, irrigation or evaporation.

7.2.3 Flow Properties of Saturated Porous Media

Saturation of a porous medium means that all of the soil voids or pores are filled

with water. Complete saturation, however, is not always possible since some gas may be

trapped between soil particles.

In an unconfined aquifer the upper surface of the saturated zone is open to the

soil atmosphere. This surface is called the water table or phreatic surface. In a

well penetrating an unconfined aquifer, the water will rise only to the level of the

water table (i.e., when the ground water flow is predominately horizontal). A

schematic of an unconfined aquifer is shown in Figure VII-9. Changes in the level of

water in such a well result primarily from changes in the volume of water in storage.

In a confined aquifer, the saturated zone is underlain and overlain by relatively

impermeable strata. The ground water in a confined aquifer is under a pressure greater

than atmospheric. In a well penetrating a confined aquifer, the water may rise above

the bottom of the overlying confining stratum. The water level is called the

piezometric or potentiometric surface. A schematic of a confined aquifer is also shown

in Figure VII-9. Changes in the level of water in such a well result primarily from

changes in pressure rather than from changes in storage volumes. If the piezometric

surface lies above the ground, a flowing well will result. In a leaky or semiconfined

aquifer, the saturated zone is underlain or overlain by a semipervious stratum.

In order to describe flow through saturated porous media, the hydraulic

conductivity (or transmissivity) and storativity of the medium must be characterized.

7.2.3.1 Saturated Hydraulic Conductivity

Hydraulic conductivity K (cm/sec) expresses the ease with which a fluid can be

transported through a porous medium. Hydraulic conductivity is an imporant parameter

used in computing seepage velocity. It is also one of the most difficult parameters to

measure accurately and is relatively expensive to obtain. Usually “point” values are

measured but large variations can occur within short distances, even in apparently

uniform geologic formations. It is a function of properties of both the porous medium

and the fluid. The range of values for saturated hydraulic conductivity and intrinsic

permeability are given in Table VII-5 for various geologic materials.
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FIGURE VII-9 SCHEMATIC CROSS SECTION SHOWING BOTH A CONFINED

These properti

follows:

AND AN UNCONFINED AQUIFER

es can ideally be separated by expressing hydraulic conductivity as

(VII-1O)

where Ki is the intrinsic permeability (cm~), g is the gravitational acceleration.
(980.7 cm/secZ), Pw is the density of water (g/cmJ) and P is the viscosity of water

(g/cm sec). Values of pwand P are given in Table I-1 in Appendix I. The

intrinsic permeability is only a function of porous medium properties such as the

particle-size distribution, grain or pore shape, and tortuosity. However, the

expression in Equation VII-10 for saturated hydraulic conductivity assumes that the

water and solid matrix of the soil do not interact in such a way as to change the

properties of either. In most soils there is no matrix-water interaction. In

addition, the intrinsic permeability may vary with time as a result of chemical,

physical and biological processes. These may include structural and textural changes
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TABLE VII-5

TYPICAL VALUES OF SATURATED HYDRAULIC CONDUCTIVITY
AND INTRINSIC PERMEABILITY

Hydraulic Intrinsica
Conductivity a Permeabi ity

Material K(cm/sec) JKi(cm )

clean gravel

clean sand

silty sand

silt, loess

stratified clayb

glacial till

unweathered, marine clay

karst limestone

permeable basalt

fractured igneous and
metamorphic rocks

limestone and dolomite

sandstone

shale

breccia, graniteb

unfractured metamorphic and
igneous rocks

- 100

10:;_l

10-5 - .1

10-7 - 10-3

10-7 - 10-4
1o-1om -m 10-4

10-11 -10-7

10-4 - 1

10-5 - 1

10-6 - 10-2

10-7 - m10-4

10-8 - 10-4

10-11 m-10-7

10-11 -10-9

10-12 - 10-8

10-6 - 10-3

10-9 - 10-5
1o-1o - 10-6

10-12 -10-8

10-12 -10-9

10-’5 -10-9
10-16 -10-12

10-9 - 10-5
1o-1o - 10-5

10-11 -10-7

10-12 -10-9

10-13 -10-9

10-16-10-12

10-16-10-14

10-17-10-13

a  Reference: Freeze and Cherry (1979).
b Reference: Bear (1972).

due to subsidence and consolidation, the development of solution channels, clay

swelling, and clogging due to biological growth and by precipitates carried by the

water.

If the aquifer properties (e.g., hydraulic conductivity) are independent of

position within a geologic formation, the formation is called homogeneous. If the

properties are dependent on position within a geologic formation, the formation is

called heterogeneous. Heterogeneity is caused by the presence of interlayered

deposits, faults, or other large-scale stratigraphic features (such as overburden-

bedrock contacts), large scale changes in the sedimentary formations (particularly

those which are part of deltas, alluvial fans, and glacial outwash plains) and small-

scale layering in an otherwise homogeneous formation.
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If hydraulic conductivity is independent of the direction of measurement in a

geologic formation, the formation is called isotropic. If the hydraulic conductivity

varies with the direction of measurement, the formation is called anisotropic. The

primary cause of anisotropy on a small scale is the orientation of clay minerals in

sedimentary rocks and unconsolidated sediments. Anisotropy of consolidated geologic

materials is governed by the orientation of layers, fractures, solution openings or

other structural conditions which may not have a horizontal alignment. Fractured rocks

can also be anisotropic because of directional variation in joint aperture and spacing.

The horizontal saturated hydraulic conductivity Kh (cm/sec) in some materials

(e.g., alluvium) is normally greater than the vertical conductivity Kv (cm/sec); hence

Kh/Kv~l. Ratios of Kh/Kv usually fall in the range of 2 to 10 for alluvium and glacial

outwash (Weeks, 1969) and 1.5 to 3 for sandstone (Piersol et  al ., 1940) but it is not

uncommon to have values of 100 or more occur where clay layers are present (Morris and

Johnson, 1967).

7.2.3.2 Transmissivity

The transmissivity or coefficient of transmissibility T (cmz/sec)  is defined as:

where K is the saturated hydraul

T=Kb (VII-11)

ic conductivity (cm/sec) and b is the aquifer thickness

(cm). Transmissivity has traditionally been expressed in units of gal/(ft day) but

this can be converted to the cgs units of cm2/sec by multiplying the gal/(ft day) by

1.438 X 10-3. Thus:

1 gal/(ft day) = 1.438 x 10-3 cm2/sec (VII-12)

Transmissivity can be estimated by multiplying the saturated hydraulic

conductivity K(cm/sec) given for various geologic materials in Table VII-5 by the

aquifer thickness b(cm). Because pumping tests can provide values for transmissivity,

this type of data may be more available than saturated hydraulic conductivity.

7.2.3.3  Storativity

Storativity or storage coefficient, S, is defined as the volume of water that is

released from storage per unit horizontal area of aquifer per unit decline of hydraulic

head. It is a dimensionless quantity. This parameter is obtained in addition to

transmissivity from pumping tests. It is used to compute aquifer yields and to compute

drawdowns of individual wells.

For confined aquifers, storativity is due to water being released

compression of the granular skeleton and expansion of the pore water.

from the

S is
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mathematically defined as the product of the specific storage, Ss (cm-l) and the

aquifer thickness, b(cm): S= Ssb.

The value of the storativity for confined aquifers is generally small, falling

between the range of .00005 to .005 (Todd, 1980). Hence, large pressure changes over

an extensive area of aquifer are required before substantial water is released.

7.2.4 Flow Properties of Unsaturated Porous Media

The term unsaturated means that the voids or pores of a porous medium are only

partially filled with water. Under these conditions, the pressure within a soil pore

becomes less than atmospheric because water is under surface-tension forces. These

surface-tension forces increase as the water content decreases. Hence, the flow

properties of a porous medium (such as hydraulic conductivity) are functionally

dependent on the water content. These functional relationships are a characteristic of

the particular porous medium.

7.2.4.1 Soil-Water Energy

To describe the movement and behavior of ground water, the relative energy state

of the soil water must be known. This is necessary because flow will occur in the

direction of decreasing energy and the soil water tends to equilibrate with its

surroundings. As stated above, the relative amount of energy contained in the soil

water is important and not the absolute amount of energy (i.e., relative to a standard

reference state). Generally, the standard state is defined as a hypothetical reservoir

of free water, at atmospheric pressure, at the same temperature as that of the soil

water, and at a given and constant elevation.

The total energy E of the soil water is equal to the sum of its kinetic Ek and

potential Epot energies:

E=Ek+E pot (VII-13)

Kinetic energy Ek is that energy which the soil water has by virtue of its motion.

However, under most typical ground water situations, the kinetic energy will be

negligible compared to potential energy by virtue of the low velocities generally

encountered in subsurface flow.

Potential energy is that energy which soil water has by virtue of its position.

Technically the potential energy of soil water is the amount of work that must be done

per unit quantity of pure water in order to transport reversibly and isothermally an

infinitesimal quantity of water from a pool of pure water at a specified elevation at

atmospheric pressure to the soil water at the point under consideration.
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The potential energy, Epot, of soil water can be separated into at least three

components: gravitational, Eg; pressure, Ep; and osmotic, Eo. The total potential

energy is the sum of these three:

E =E9+EP+E0
pot (VII-14)

The three components of the potential energy are considered below.

7.2.4.1.1 Gravitational Potential

Gravitational potential energy is the potential for work resulting from the force

of gravity acting on a quantity of pure water located at some point in space that is

vertically different from a reference point. The strength of this potential energy

Eg(erg) depends on the strength of the gravitational force g(cm/sec2), the density of

water Pw(g/cm3) and the vertical elevation of the water from a reference point z(cm).

Hence, the gravitational potential energy acting on a volume Vw(cm3) of water is

mathematically defined as:

E = Pwgvwz
9

This potential energy is a positive quantity if the unit volume of soil water

located above the reference level and negative if located below.

7.2.4.1.2 Pressure Potential

VII-15)

s

Pressure potential energy Ep (erg) is that potential energy due to the pressure of

the surrounding fluid acting on it. Mathematically, this can be represented as follows

for the case of constant density Pw(9/cm3):

Ep = PMw/Pw = PVW (VII-16)

where P is the relative or gage pressure (dyne/cm2) acting on a unit volume Vw(cm3) or

unit mass Mw (g) of soil water.

Note that P is the relative or gage pressure and not the absolute pressure. Hence:

P=pw-po (VII-17)

where pw is the absolute pressure at the point under consideration and PO is the

absolute pressure at the reference elevation (usually taken to be atmospheric

pressure). Thus, pressure potential is a positive quantity under a free-water surface
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(saturated zone), a zero potential at the water surface and a negative pressure

potential in the unsaturated zone.

In the saturated zone, the pressure potential is a direct result of the weight of

overlying water. Hence, the pressure potential at any point in the system is

determined by the depth that the point lies below the water table. The relative

pressure P (dyne/cmz) can thus be expressed as:

P =pwgh (VII-18)

where h (cm) is the depth below the water table. The pressure potential is measured in

the field with a piezometer. In a confined aquifer, the piezometer head h is measured

as the distance between the point under consideration and the free water level in the

piezometer.

In the unsaturated zone, the pressure potential is a negative quantity and is

often given a special symbol such as @and a special name such as the matric potential,

capillary potential, matric suction or tension. By convention, suction and tension are

considered positive quantities, hence:

V=matric potential = - matric suction

Under unsaturated conditions, the pressure potential of soil water results from forces

attributable to the soil matrix, such as absorption and capillarity (see Figure

VII-10). These forces attract and bind water to the soil by the processes of surface

tension, molecular attraction and ion exchange. The net effect of these processes is

to reduce the free energy of the soil water in comparison to that of pure, bulk water.

Typical values of pressure potential are given below.

Moisture Level

saturated: confined

saturated: unconfined

(at free water surface)

field capacity

wilting coefficient

hydroscopic coefficient

molecular bound water to soil solids

Pressure Potential*
Per Unit Volume

(bars)

greater than O

0

-.1 to -.2

-15

-31

-10,000

*1 bar = 0.987 atmosphere

Reference: Brady (1974).
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l MATRIC POTENTIAL (unsaturated soil) l OSMOTIC POTENTIAL

FIGURE VII-10 SCHEMATIC OF MATRIC AND OSMOTIC SOIL-WATER
POTENTIAL. REFERENCE: BRADY (1974)

Note that plants cannot obtain water from soil at pressure potentials less than the

wilting coefficient and water will not move in liquid form below the hydroscopic

coefficient level.

7.2.4.1.3 Osmotic Potential

Osmotic potential energy is that potential energy attributed to the attraction of

solutes for water. Attractive forces arising from the polar nature of water tend to

orient water around ions. Hence, osmotic potential refers to the work required to

pull water away from these attracted ions.

In the absence of a semipermeable membrane, soluble ions will diffuse into a soil

solution until the ions are uniformly distributed. With the presence of a

semipermeable membrane between two solutions, water molecules will move through the

membrane to the side with the higher solute concentration (see Figure VII-10)

will continue to pass through such a membrane until the hydrostatic pressure di

between the two sides balances the effect of the ion-water attraction forces.

one can measure the osmotic potential of the solute solution by measuring the

hydrostatic pressure difference across the membrane. The osmotic potential is

Water

fference

Hence,

a
negative quantity because the presence of solutes lowers the vapor pressure and free

energy of the soil water and hence lowers the potential energy.

Clays can act as a leaky semipermeable membrane, allowing water to pass more

easily than salts. This is sometimes referred to as salt sieving (Nye and Tinker

1977). Thus in sedimentary basins, osmosis can cause significant pressure

differentials across clayey strata (Freeze and Cherry, 1979). The osmotic potential
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can also be important In saline soils of arid and semiarid regions (Brady, 1974). In

addition, the osmotic potential is important to the uptake of water by plant roots and

the movement of water vapor. Both the soil-root and water-gas interfaces act as

semipermeable membranes. Except for the above cases, however, the contribution of

osmotic potential to the mass movement of water is negligible in most soil systems.

7.2.4.2 Soil-Moisture Characteristic Curves

Consider a sample of soil that is maintained at saturation and is exposed to

atmospheric pressure. By definition, the pressure potential of the soil water in this

soil sample would be zero. Now consider the case of applying a slight suction or

subatmospheric pressure across the soil sample. No water will flow out until a certain

critical suction (called the air-entry suction) is reached. At this point, the largest

soil pores start to empty. As the suction is further increased, additional water flows

as progressively smaller pores empty. Finally, at very high suctions, only the

micropores remain filled. As the soil becomes increasingly dry, a nearly exponential

increase in suction is required to remove additional water.

The functional relationship between the moisture content and matric or suction

potential is a characteristic of a particular soil. This relationship is called the

soil-moisture characteristic curve, the soil-moisture retention curve or simply the

characteristic curve. The soil-moisture characteristic curves for three different

textured soils are shown in Figure VII-11. As previously stated, the absolute value of

the matric or suction potential increases as the moisture content decreases. In

addition, for a given matric potential, a coarse soil (e.g., sand) generally has less

water remaining in the soil and has a steeper slope to the curve than a fine soil

(e.g., clay). The slope of the soil-moisture characteristic curve (i.e., the change of

water content per unit change of matric potential) is called the specific water

capacity.

In a coarse, saturated soil, the pores are predominately large and drain quickly

under a slight suction. A high suction is required to remove the last water from the

remaining, small pores. In a clayey soil, the pore-size distribution is more uniform,

so that a more gradual decrease in water content occurs with an increase in suction.

In addition, at low suctions (for example, between O and 1000 cm H20) the amount of

water remaining in a soil depends primarily on soil structure (i.e., pore-size

distribution and particle aggregation). At higher suctions, however, water retention

is due increasingly to adsorption and thus is influenced more by the particle-size

distribution and specific surface of a soil.

Unfortunately, the water content and matric potential are not always uniquely

related to each other because of hysteresis. Hysteresis means that the characteristic

curves are different, depending on whether the soil is being wetted or dried. The

characteristic curve during a drying cycle is called the drying, resorption or drainage
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FIGURE VII-11 CHARACTERISTIC CURVES OF MOISTURE CONTENT AS
A FUNCTION OF MATRIC POTENTIAL FOR THREE
DIFFERENT SOILS. REFERENCE: BRAESTER (1972)
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curve; during wetting it is called the wetting, sorption or imbition curve. A soil

which is partially wetted, then dried or vice versa will follow an intermediate

characteristic curve called a scanning curve, which lies between the envelope formed by

the wetting and drying curves.

Figure VII-12 shows an example of hysteresis in a sandy soil. The hysteresis

effect may be attributed to the inkbottle effect (geometric nonuniformity of individual

pores), the contact-angle or rain drop effect (differences in the contact angle for

advancing and receding fluids), entrapped air, and changes in soil structure (e.g.,

swelling, shrinking or aging phenomena) caused during the wetting or drying of a soil.

7.2.4.3 Unsaturated Hydraulic Conductivity

In Section 7.2.3.1, the saturated hydraulic conductivity was stated to be affected

by an intrinsic property of the solid matrix of a soil and by fluid properties. For

unsaturated porous media, the hydraulic conductivity is also a function of the energy

state of the soil water (i.e., the water content or pressure potential).

The hydraulic conductivity of three different soils is shown in Figure VII-13 as a

function of moisture content. The hydraulic conductivity decreases exponentially as

the moisture content decreases. The large pores of a porous media are the most

conductive, their relative conductivity being proportional to the square of the pore

diameter and their volumetric discharge rate being proportional to the fourth power of

the pore diameter. As a soil dries out, the large pores empty first, forcing flow to

be conducted through a diminishing cross-sectional area.

Since the moisture content is related to the matric or suction potential, through

the soil-moisture characteristic curve (see Section 7.2.4.2), the hydraulic

conductivity can be expressed as a function of either the moisture content, K(e), or of

the matric potential, K(d). Just as with moisture and pressure, hydraulic conductivity

is also not a single valued function. Figure VII-12 showed hysteresis in the hydraulic

conductivity of a sandy soil. At a given suction, the hydraulic conductivity is

generally lower in a wetting soil than in a drying soil. This is because the wetting

soil contains less water than the drying one (for a given suction).

7.2.5 Data Acquisition or Estimation

In Sections 7.2.2 to 7.2.4, the physical and flow properties of porous media were

discussed in detail. Tables were included to show what values are typically found in

aquifers of various geologic materials. In this section, laboratory and field methods

are briefly discussed to show how the properties of a particular aquifer or porous

medium can be estimated or measured. Finally, in Section 7.2.5.4 the effect of sample

size on measurement precision is discussed from a statistical point of view.
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FIGURE VII-12    CHARACTERISTIC CURVES OF (A) MOISTURE CONTENT
AND (B) HYDRAULIC CONDUCTIVITY AS A HYSTERETIC
FUNCTION OF MATRIC POTENTIAL FOR A NATURALLY
OCCURRING SANDY SOIL. REFERENCE: FREEZE AND
CHERRY (1979)
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FIGURE VII-13 HYDRAULIIC CONDUCTIVITY AS A FUNCTION OF
MOISTURE CONTENT FOR THREE DIFFERENT
SOILS. REFERENCE: BRAESTER (1972)
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7.2.5.1 Methods to Measure the Physical Properties of Porous Media

In Section 7.2.2, the physical properties of bulk density, particle-size

distribution, porosity and water content were discussed. Methods to measure and

estimate these properties are reviewed below.

Bulk density Pb (g/cm5)  of a material is measured by taking an undisturbed sample

of the material in the field, using a sampler of known volume. The sample is then

dried to a constant weight in an oven at 105-110°C. The bulk density of a sample is

thus calculated as its oven dry weight divided by the sample volume (see Equation

VII-5). Other methods of measuring bulk density include in-situ measurement by gamma

radiation and microscopic methods using paraffin fixation. These methods are discussed

in detail by Fox and Page-Hanify (1959), Baver et  al . (1972) and Taylor and Ashcroft

(1972).
The determination of particle-size distribution is carried out by mechanical or

sieve analysis for particles larger than approximately 0.0625 mm, and hydrometer or

sedimentation analysis for smaller particles. In the mechanical analysis, the soil

sample is shaken on a sieve with square openings of specified size. Successively

smaller and smaller screens are used. For particles less than 0.0625 mm, a

sedimentation analysis is done. In this method, the size of a particle is defined as

the diameter of a sphere that settles in water at the same velocity as the particle

(Morris and Johnson, 1967; Taylor and Ashcroft, 1972).

Soil porosity can be measured directly in the laboratory by either an air-

picnometer technique, a porosimeter, mercury displacement or a gas expansion method

(Klock et al ., 1969; Bear, 1972; Baver et  al ., 1972). Porosity, p (unitless), can also

be estimated based on typical values for a given soil or rock type (see Table VII-4).

Soil water content in the laboratory is usually measured by the gravimetric method

of determining the soil’s moist and dry (oven dried at 105-110°C) weights and then

using Equation VII-7 to get the gravimetric water content Og (unitless). The

volumetric water content o (unitless) can be found from 09 through Equation VII-9.

Other methods of measuring water content are neutron scattering, gamma ray attenuation.

electromagnetic techniques, tensiometric techniques and hydrometric techniques. A

summary of the relative advantages and disadvantages of these methods, is given in

Table VII-6. For screening calculations, an estimated average water content based on

grain-size is usually adequate. If necessary, this estimate could be checked by

collecting a few samples and measuring the water content gravimetrically.

7.2.5.2 Methods to Measure the Flow Properties of Saturated Porous Media

The flow properties of saturated porous media are discussed in Section 7.2.3.

These properties include specific yield, specific storage, storativity, saturated

hydraulic conductivity and transmissivity. The measurement of those properties related

to the quantity of water that an aquifer can release or take up (i.e., specific yield,
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TABLE VII-6

SUMMARY OF METHODS FOR MEASURING
SOIL MOISTURE (6)

Method Advantages Disadvantages References

gravimetric easy to take samples destructive sampling Black (1965)

most accurate of available methods provides a point value Reynolds (1970a, b)

Taylor and Ashcroft (1972)

neutron measures moisture in-situ depth resolution Gardner and Kirkham (1952)
scattering regardless of its physical state ~0.5 ft below a depth

of 6 in. below land van Bavel (1961, 1962)
can determine @ versus depth surface

Rawls and Asmussen (1973)
nondestructive expensive and requires

a radioactive source
can detect rapid changes in @

Vachaud q U. (1977)

gamma ray can determine O versus depth assumes bulk density Gurr (1962)
attenuation in-situ of soil is known and

a constant Ferguson and Gardner (1962)
easy to obtain temporal changes

expensive, compli- Nofziger (1978)
very good depth resolution
(2-3 cm)

cated instrumentation
and requires a radio-
active source

nondestructive

automatic recording is possible

resistivity can determine absolute values of time lag in response
and

Thomas (1963)
@ versus depth

capacitance some devices can dete-
(i.e., gypsum high precision

Selig et al. (1975)——
riorate

blocks,
geophysical can measure high suction pressures sensitive to soil
methods) (greater than 800 cm H20) salinity

tensiometric easy to design, construct, gives a direct measure Kirkham (1964)
techniques and install of soil water pressure

but an indirect measure S.J. Richards (1965)
measurement range is between O and Of e
800 cm H20 of tension Rice (1969)

instruments can be
operable for long time periods broken during instal- Taylor and Ashcroft (1972)

lation
rapid response time (with trans- Williams (1978)
ducers) some electronic drift

in pressure transducers
adaptable to freezing and thawing
conditions sensitive to tempera-

ture changes

Reference: after Schmugge el al . (1980) and Wilson (1981)——
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specific storage and storativity) are discussed in Appendix I. Those properties that

describe the rate at which water can move in the aquifer (i.e., hydraulic conductivity

and transmissivity) are discussed below.

7.2.5.2.1 Laboratory Methods of Measuring Hydraulic Conductivity

There are two major ways of assessing saturated hydraulic conductivity K in the

laboratory: particle-size analysis and permeameter tests.

In particle-size analysis, soil samples are characterized by their particle-size

distribution, and then empirical formulae are used

consider the following empirical formula developed

Ki (cm*):

where C is a dimensionless coefficient and dlo(mm)

to estimate K. For example,

by Hazen for intrinsic permeability

(VII-19)

is the effective particle diameter

obtained from the particle-size gradation curve (see Section 7.2.2.2). The intrinsic

permeability is related to hydraulic conductivity through the relation of Equation

VII-10. Harleman et al. (1963) found good agreement with experimental values of Ki——
using C = 6.54 x 10-6 (where dlo is in mm and Ki is in cmz). Krumbein and Monk (1943)

found C to equal 6.17 x 10-6. Hazin’s approximation for intrinsic permeability in

Equation VII-19 was originally determined for uniformly graded sand, but it can give a

rough estimate for soils in the fine sand to gravel range (Freeze and Cherry, 1979).

Hydraulic conductivity can also be determined in the laboratory by a permeameter,

in which flow is maintained through a soil core that is held in a metal or plastic

cylinder while measurements of flow rate and head loss are made. Either a constant

head or a variable head permeameter method can be used (Todd, 1980; Morris and Johnson,

1967). The constant head permeameter is generally used for samples of medium to high

permeability and the variable head permeameter for samples of low permeability.

However, permeability results from the laboratory may bear only limited relation

to values obtained by in-situ methods in the field. Supposedly uniform deposits, for

example clays, more often than not contain thin seams or lenses of silt or fine sand.

These thin layers may occur as continuous laminations or be randomly dispersed and

discontinuous. As a consequence of this stratification, hydraulic conductivity values

calculated in-situ in the field for clay or clay/silt deposits are generally several

orders of magnitude larger than those derived from laboratory tests (Milligan, 1976).

An order of magnitude difference generally occurs for sand and silt deposits. The

greater the heterogeneity in a formation, the greater the discrepancy between laboratory

and field measured values of saturated hydraulic conductivity. Hence, the most

reliable methods are the in-situ or field methods.
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7.2.5.2.2 Field Methods of Measuring Hydraulic Conductivity

Field or in-situ determination of saturated hydraulic conductivity can be made by

a wide variety of methods. These methods include the auger-hole method, piezometer

method, pumping tests, tracer tests, packer tests and the point dilution method.

Milligan (1976) reviewed these various in-situ methods as summarized in Table VII-7.

Many authors, including Todd (1980) and Milligan (1976), feel that the most reliable

in-situ method for estimating hydraulic conductivity is the well pumping test. When

such a test is not practical, borehole slug tests can be used to provide adequate

estimates for screening calculations. Values of transmissivity T are obtained from

pumping tests by superimposing a plot of nonsteady-state drawdown on a family of type

curves. Transmissivity is converted to hydraulic conductivity by dividing T by the

aquifer thickness. Worked out examples using the various pumping and slug tests are

given by Lehman (1972) and Fetter (1980). A detailed discussion on designing the

geometry or layout of pumping tests can also be found in Kruseman and deRidder (1970)

and Stallman (1971).

7.2.5.3 Methods to Measure the Flow Properties of Unsaturated Porous Media

The methods of measuring soil-water potential, such as the gravitational, pressure

and osmotic potentials will be discussed in Section 7.2.5.3.1. Measuring the

characteristic curves of soil-water retention and unsaturated hydraulic conductivity

will be discussed in Section 7.2.5.3.2.

7.2.5.3.1 Measuring Soil-Water Potential

Gravitational potential is easy to measure since only the vertical distance Z(cm)

between the reference point and the point under consideration has to be measured. If

the point under consideration is above the reference point, the gravitational potential

is positive and negative if it lies below the reference point.

Pressure potential is that potential in the soil water due to the pressure of the

surrounding fluid acting on the soil water. It is the relative or gauge pressure that

is measured (i.e., relative to atmospheric pressure). Hence, the pressure potential is

zero at a water surface (e.g., water table) exposed to atmospheric pressure. Pressure

potential is positive at any saturated point below a water surface and is generally

measured with a piezometer. A piezometer consists of a small diameter casing which has

a short section of slotted pipe or well screen at the bottom and is open to the

atmosphere at the top. The pressure potential or hydraulic head in a water table

aquifer or a confined aquifer is calculated as the distance between the well point and

the free water level in the piezometer. Under unsaturated conditions, the pressure

potential or matric potential is negative and is measured with a tensiometer. A

tensiometer generally consists of a ceramic porous cup attached through an airtight,

water filled tube to a manometer. The vacuum created in the tube is a measure of the

matric potential of the soil water surrounding the porous cup and is measured by a
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manometer, a vacuum gauge or a transducer. A detailed description of the design and 

use of tensiometers can be found in Kirkham (1964) and S.J. Richards (1965).

Additional discussion is included in Table VII-6.

Osmotic potential is that potential of the soil water due to the physical 

separation of free water from soil water solutes by a semipermeable membrane.  Separate 

measurement of osmotic potential is not necessary for screening calculations. It is

difficult to measure but can be measured with a psychrometer (Richards and Ogata, 1961;

Campbell et al ., 1966; Taylor and Ashcroft, 1972) or a ceramic conductivity cell

(Kemper, 1959).

7.2.5.3.2  Measuring the Characteristic Curves of Soil-Water Retention and Hydraulic
Conductivity

The soil-moisture characteristic curve can be obtained in the laboratory by a

combination of measurement techniques. The hanging water column or tension plate

method is generally used to measure the wet range (O to 100 cm H20 suction) of the

characteristic curve and a pressure plate or membrane apparatus is generally used for

the dry range (100 to 5000 cm H20 suction). For suctions greater than 5000 cm H20, the

soil-moisture characteristic curve can be determined by a psychrometer or vapor

pressure technique using saturated salt solutions (Taylor and Ashcroft, 1972).

There are several methods of obtaining the characteristic curve of unsaturated

hydraulic conductivity. These include direct laboratory methods and quasi-empirical

methods, such as the instantaneous profile and capillary model techniques. The usual

laboratory method of measuring unsaturated hydraulic conductivity is to apply a

constant hydraulic head or pressure difference across a soil sample and then measuring

the resulting steady flux of water. This pressure difference can be created by

applying a vacuum in a tension plate or pressure chamber device or by creating a fixed

evaporation rate (Taylor and Ashcroft, 1972). Measurements are made at successive

levels of suction, so as to obtain the characteristic function K(O) or K(@).

Additional laboratory methods are described in detail by L.A. Richards (1965), Klute

(1965) and Bouwer and Jackson (1974).

Various empirical equations have been proposed to relate hydraulic conductivity

with matric potential or with percent saturation. The most commonly employed empirical

equation is of the following form:

K= a/(b +Xm) (VII-20)

where a, b and m are empirical constants, vis the absolute value of the matric or

suction potential and K is the unsaturated conductivity. The empirical constants a, b

and m are found experimentally for each soil by best fit.

The instantaneous profile method can be applied to either laboratory flow columns

or to field situations (Klute, 1972). In this method, the unsaturated hydraulic
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conductivity is calculated from the measured moisture content profile of a draining

soil by averaging the value of the time derivative of the moisture content between

successive depths. However, the instantaneous profile method can only determine

hydraulic conductivity in the relatively wet range (suctions less than 1000 cm H20).

In addition, it is experimentally difficult to carry out this method and generally many

duplicate measurements are necessary to make the conductivity-water content

relationship reliable.

Another method of calculating the unsaturated hydraulic conductivity is to combine

the water retention characteristic with

approach, called the capillary model, is

surface tension and soil water energy to

form solution for hydraulic conductivity

previous theoretical capillary models is

the capillary pore-size distribution. This

based on the Kelvin equation which relates the

pore radius. A capillary model with a closed

is given by van Genuchten (1980). A review of

given by Mualem (1976) and a comparison

between six recent models is given by Simmons and Gee (1981).

7.2.5.4 Measurement Precision and Sample Size

Many of the methods given in Section 7.2.5 will give an accurate measurement of an

aquifer property but this information usually consists of one or two values that are

taken at one point in the aquifer. Because of heterogeneity within an aquifer, one or

two measurements may not be representative. In this section, a brief discussion is

given on how to achieve a specified level of precision and confidence level when

estimating aquifer properties.

The number of measurements necessary to reasonably characterize the mean value of

an aquifer property or parameter can be determined after some initial data collection.

For the methods discussed below, several assumptions must be made. First, the sample

mean of an aquifer parameter is assumed to be normally distributed. This means that if

random measurements are made of an aquifer parameter, the deviation of the sample mean

from the “true population” mean will be normally distributed. Secondly, the variance

or standard deviation of the aquifer property will be assumed to be known or

measurable. Based on these assumptions, the number of measurements needed to obtain a

specified precision and confidence level of an aquifer parameter can be prescribed.

However, the number of measurements and tests which can be made is often dictated by

time and budget constraints. Comparison to the sample sizes given below indicates the

level of confidence which should be placed in the data obtained. For screening

calculations, the number of measurements collected will most likely be small.

The precision or margin of error that can be tolerated in measuring the mean value

of a variable X with n samples and with confidence level y is:

Px= (t y ~.Jsx/W-3
(VII-21)
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where PX is the precision of measuring variable X, tyn_l is the student’s t-

distribution percentile with confidence Y and n-1 degrees of freedom, SX is the

standard deviation of the sample:

(VII-22)

Xi is the i-the observed value of variable X, n* is the number of data measurements or

observations used to find an estimate of the sample standard deviation, ~ is the sample

mean of variable X:

(VII-23)

The precision PX can also be written as a percent of the sample mean:

Px = ~ d/100
I

(VII-24)

where d is the allowed deviation of the sample mean from the true mean, expressed as a

percent of the true mean (i.e., d can range between 0 and 100).

Upon rearranging Equation VII-21, it is possible to determine the number

measurements necessary to obtain a specified precision and confidence level:

nz(t /e)2y,n-1

where the variable “e” is defined as:

e = Px/SX = lXd/(100 Sx) ]

of

(VII-25)

(VII-26)

The variable “e” is related to the inverse of the coefficient of variation and is

dimensionless.

Equation VII-25 has been solved for various confidence levels and tabulated in

Table VII-8 as a function of “e”. It is quite clear from this table that the sample

size “n” grows dramatically as the numerical value of precision decreases and as the

desired confidence level increases.

If some value of “e” is desired other than that given in Table VII-8, then an

iterative solution is necessary to solve Equation VII-25. This is because the

student’s t-distribution percentile tyn ~ is also a function of the number of

measurements minus one, n-1. As an initial guess to the size of n, the standard normal

deviate Zycan be used in place of the student’s t-distribution in Equation VII-25.
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TABLE VII-8

SAMPLE SIZE FOR VARIOUS CONFIDENCE LEVELS USING
THE STUDENT’S t-DISTRIBUTION

Confidence Level Y(%)

e 50 80 90 95 99

.01

.05

.10

.15

.20

.25

.30

.40

.50

.60

.70

.80

.90

1.00

1.25

1.50

1.75

2

3

4

5

6

7

29

4549

182

46

21

12

8

6

4

3

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

16424

657

164

74

42

28

20

12

8

6

5

4

4

3

3

3

2

2

2

2

2

2

2

2

27055

1082

271

120

70

45

32

19

13

10

8

7

5

5

4

3

3

3

3

2

2

2

2

2

38414

1537

384

173

99

64

45

26

18

13

10

9

7

6

5

4

4

4

3

3

3

2

2

2

66349

2654

663

295

171

110

78

45

30

22

17

14

12

10

8

7

6

5

4

4

3

3

3

2

Values of ZYare given in Table VII-9 as a function of confidence level. Thus, as a

first guess to determining the sample size (called n’), solve:

n’ = (Zy/e)2 (VII-26a)

With n’ from Equation VII-26a, calculate the student’s t-distribution tyn, ~ and

substitute into Equation VII-25. Values of ty,n,_l are given in Table VII-10 as a

function of confidence level and degrees of freedom df, where df = n’-l. The correct
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TABLE VII-9

STANDARD NORMAL DISTRIBUTION FUNCTION

Confidence Level Deviate
Y(%) Zy

50 0.67449

80 1.28155

90 1.64485

95 1.95996

99 2.57583

Reference: after Abramowitz and Stegun (1964).

Table VII-10

PERCENTAGE POINTS OF THE STUDENT’S t-DISTRIBUTION
t y, df

Degrees of
Freedom Confidence Level (%)

df=
n-1 50 80 90 95 99

1 1.000 3.078 6.314 12.706 63.657
2 0.816 1.886 2.920 4.303 9.925
3 0.765 1.638 2.353 3.182 5.841
4 0.741 1.533 2.132 2.776 4.604
5 0.727 1.476 2.015 2.571 4.032

10 0.700 1.372 1.812 2.228 3.169
15 0.691 1.341 1.753 2.131 2.947
20 0.687 1.325 1.725 2.086 2.845
25 0.684 1.316 1.708 2.060 2.787
30 0.683 1.310 1.697 2.042 2.750
40 0.681 1.303 1.684 2.021 2.704
60 0.679 1.296 1.671 2.000 2.660

120 0.677 1.289 1.658 1.980 2.617
infinite 0.674 1.282 1.645 1.960 2.576

n = number of measurements.
Reference: after Abramowitz and Stegun (1964).
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sample size “n” can be determined after one or two iterations (i.e., iterate until

n’=n).

Hence, in order to determine the correct sample size, the precision and confidence

level have to be specified and an estimate made of the standard deviation. The latter

can be made from historical data or by making a rough estimate from previous sampling

or from a pilot survey. If no data are available, then a two step sampling procedure

would be needed. First, a sample of size n* from the initial data set (where n* is at

least 2 or more) is made from which the standard deviation is estimated using Equation

VII-22. Then, Equation VII-26 and Table VII-8 can be used to find a total sample size

“n”. This and other sampling strategies are discussed in detail by Cochran (1977) and

Nelson and Ward (1981).

An example of a two step sampling problem is shown below. In this example, the

proper sample size for measuring hydraulic conductivity will be determined. The

aquifer consists of alluvial sand. The drawdown versus elapsed time method of Theis is

used to evaluate the horizontal hydraulic conductivity at various observation wells.

Initially, six texts were conducted. The results are shown below:

Field Data Data Summary

Saturated, Horizontal existing data size: n * = 6

Hydraulic Conductivity confidence level: y=95% 

(cm/sec) allowed deviation: d = 10% 

0.13 0.12 0.18

0.13 0.13 0.15

Based on these six initial measurements, a 95 percent confidence level, and a 10

percent deviation or precision in estimating the true mean, the following

parameters were calculated. The sample mean ~ was calculated using Equation VII-

23 to give ~ = 0.14 cm/sec, the sample standard deivation Sx from Equation VII-22

gives Sx = 0.022 cm/sec, precision Px from Equation VII-24 gives Px = 0.014 cm/sec 

and variable e was calculated from Equation VII-26 to give e = 0.64. Finally, by

using either Equation VII-25 or Table VII-8, it was determined that a total of 12

tests would have to be done (i.e., sample size n = 12). Since six tests had

already been done, six additional drawdown tests would have to be performed to

obtain the desired degree of precision and confidence level.
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Note that this precision and confidence refer to the uncertainty or

variability of a single site if all 12 drawdown tests are done using the same

observation well. Using 12 different observation wells will show the variability 

of the aquifer over the region measured.

Before leaving this section on sampling size, one additional consideration needs

to be considered: cost. Virtually all of the field tests used to measure the flow

properties of aquifers, such as transmissivity or hydraulic conductivity are costly to

perform. Typically, most ground water studies use only a few pumping tests per site or

per study area. It is clear from Table VII-8 that two tests can only give results with

a low confidence level and/or poor precision and one test provides no information about

precision. But a few tests can give an “order of magnitude” value to an aquifer

characteristic, such as hydraulic conductivity. An order of magnitude value is

adequate for most screening calculations. For detailed investigations more data are

needed to provide a greater level of confidence and precision.

7.3 GROUND WATER FLOW REGIME

7.3.1 Approach To Analysis of Ground Water Contamination Sites

The recommended approach to analysis of ground water contamination problems is to

first use existing data and screening methods such as presented in this chapter to gain

a basic understanding of the site hydrogeologic characteristics and the relative hazard

associated with the particular problem. The steps involved are to first characterize

the waste sources in terms of type of waste, quantities disposed, disposal method, and

dimensions of the disposal area. Next, hydrogeologic data for water levels, hydraulic

conductivity, and porosity or moisture content are obtained. The water level data are

plotted as ground water elevation contour maps from which flow directions are then

determined. The remaining hydrogeologic data are used to estimate vertical and

horizontal seepage velocities. Next, these velocities are used to estimate travel

times for conservative solutes to nearby wells or surface water bodies. These

estimates are compared to observed solute concentration data which can also be plotted

as contour maps. The effects of additional processes including dispersion and chemical

attenuation are then considered using the methods discussed in Section 7.5. Finally,

estimates of uncertainty associated with the predictions should be made. At this point

information is available to determine whether additional field sampling or detailed

investigations are warranted.

The procedures for conducting the hydrogeologic portion of the analyses are

discussed in detail in the following sections. Section 7.3.2 discusses measurement of

water levels and determination of flow directions. Section 7.3.3 presents methods for

calculating seepage velocities and travel times.
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7.3.2 Water Levels and Flow Directions

7.3.2.1 Introduction

Water level data can be found in ground water investigation reports or well logs,

by talking to the owners of nearby wells, or by making water level measurements at
existing wells. Also, water surface elevations of nearby streams, ponds, lakes,

springs, marshes, gravel pits, etc. can be used to estimate water level elevations

since these are areas where the ground water table intersects the land surface. (Care
should be taken, however, to be sure that these water bodies are not perched.)

In the field, the presence or absence of vegetation common to wet soils and salt

tolerant plants (e.g., willow, cottonwood, mesquite, saltgrass, greasewood) may be

indicative of discharge areas and hence can be used to locate areas where the ground

water table is near the surface. In arid regions, a thicker than normal cover of

vegetation or salt outcrop (e.g., saline soils, playas, or salt precipitates) may

indicate a discharge area. Field mapping of such occurrences can be valuable in

obtaining an initial idea of the depth to water. However, relatively impermeable

layers of even small areal extent may result in perched waters, which in turn yield

wetlands or ponds. The unforeseen presence of a perched water table may lead to

misinterpretations of surface observations.

The following general observations for unconfined water table aquifers in humid

areas can be made:

c Ground water discharge zones are in topographic low spots

l Ground water generally flows away from topographic high spots and toward

topographic low spots

o The water table may have the same general shape as the land surface.

From the above, it might seem reasonable that the hydraulic gradient (i.e., the change

in ground water surface elevation per unit distance) of water table aquifers should

vary in a direct relationship with the slope of the land (i.e., the hydraulic gradient

is steepest where the land slope is steepest). However, the presence of formations

with low hydraulic conductivity, subsurface geologic inhomogeneities and man-made

influences (e.g., pumping wells, landfills) can have a profound effect on both the

direction and magnitude of ground water flow. Care should be taken in assuming that

the direction of the local ground water flow is the same as that of either the surface

topography or regional ground water flow directions. For example, the presence of an

unknown buried stream channel can cause the local flow to be in the opposite direction

of the regional flow. Obtaining reliable water level data from observation wells is

indispensable, even in the screening stage of a ground water study.

7.3.2.2 Water Level Measurement

One of the most important measurements in ground water investigations is the

determination of water level elevation. Mean sea level is generally taken as the
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reference or datum from which water level elevations are measured. Water level

elevation is best measured as the height of water in a piezometer or observation well.

Such a well has a short, screened interval in the aquifer (confined or unconfined) and

is open to the atmosphere at the top. Water level elevation represents the average

hydraulic head H at the location of the well screen.

Most measurement techniques involve measuring depth to water (i.e., depth to water

from land surface or from the top of the well casing). Depth to water is converted to

water elevation by subtracting depth to water from the elevation of the ground surface.

Serious errors in data interpretation can occur if the reference point from which the

depth to water was measured (i.e., land surface or well casing top) was not noted.

To convert depth to water table to water level elevations, the land surface

elevation (or well casing elevation) needs to be known. The required accuracy in

measuring or knowing surface elevation depends in part on the ultimate use of the data

and on the scale of the problem. Individually surveying each well is the best method.

However, for screening purposes, an estimate based on topographic maps and the height

of the casing above the land surface may be adequate in some cases.

Water level elevations are usually measured by means of a chalked steel tape or an

electric water-level probe, but air lines, pressure transducers and sound reflection

methods may also be used.

Great care should be taken when measuring water level elevations, particularly

when the hydraulic gradient or aquifer slope is small. In general though, an accuracy

of + 3 centimeters in measuring water level elevation should be sufficient for most

ground water applications and is easily obtained.

7.3.2.3 Sources of Error in Water Level Data

There are many possible sources of error and misinterpretation when taking water

level data. Some of the most serious errors are those caused by vertical flow in the

aquifer, water level fluctuation, unknown screen locations and unknown or excessively

long screened intervals. These sources are described in more detail in this section.

7.3.2.3.1 Vertical Flow

Under most conditions, flow in a homogeneous formation is predominately

horizontal. Under this assumption, the equipotential (equal energy) lines are

vertical. Hence, water will rise to the same level in piezometers that are located

side-by-side but which penetrate the aquifer to different depths. However, if flow is

not horizontal, such as near a discharge or recharge area, the water will rise to

different levels. This is schematically shown in Figure VII-14. The observed water

level in a piezometer will decrease as the well tip of the piezometer is located at

lower and lower

The water level

Figure VII-14).

depths in a recharge area (compare wells “a” and “b” in Figure VII-14).

will increase in a discharge area (compare wells “d” and “e” in

This same phenomenon can occur near large pumping wells. Hence, a
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FIGURE VII-14 CROSS-SECTIONAL DIAGRAM SHOWING THE WATER
LEVEL AS MEASURED BY PIEZOMETERS LOCATED
AT VARIOUS DEPTHS, THE WATER LEVEL IN
PIEZOMETER C IS THE SAME AS WELL B SINCE

IT LIES ALONG THE SAME EQUIPOTENTIAL LINE

piezometer will only indicate the approximate water table in an unconfined aquifer with

vertical flow. What the piezometer does indicate (assuming a short screen length is

used) is the exact hydraulic or piezometric head at the point of the well screen. In

fact, the vertical flow component of ground water velocity can be determined by placing

several piezometers at various depths so that the vertical hydraulic gradient can be

measured. This vertical gradient is then multiplied by the vertical hydraulic

conductivity to obtain the vertical flow velocity (see Section 7.3.3.1).
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Fortunately, the vertical hydraulic gradient in most aquifers is small enough that

the component of vertical flow can be ignored. Care must be taken, however, to

properly interpret water level data near recharge/discharge areas of the aquifer and

near pumping wells. During pumping tests, only short well screens should be used in

observation wells to avoid integrating

direction.

7.3.2.3.2 Water Level Fluctuations

Water levels in wells are usually

The water levels in wells that monitor

or averaging ground water heads in the vertical

not static but are constantly fluctuating.

confined aquifers generally fluctuate more than

those in unconfined or water table aquifers. Short term fluctuations in confined

aquifers can be caused by many factors, including earthquakes, ocean tides, changes in

atmospheric or barometric pressure, changes in surface-water levels and in surface

loadings (e.g., a passing train), recharge from precipitation and from drawdown of

nearby pumping wells. Water levels in unconfined or water table aquifers are affected

by recharge from precipitation (including air entrapment in the unsaturated zone),

evapotranspiration, nearby pumping wells and atmospheric pressure changes.

These fluctuations can be observed by maintaining a continuous record of measured

water levels over a period of time and then plotting water level as a function of time.

The best way to reduce the effect of such fluctuation is to take water level

measurements from all observation wells within a 1 to 2 day period. Generally, it is

the relative spatial difference in the water level that is the most important

information desired (see Section 7.3.3), rather than the absolute water level value.

7.3.2.3.3 Screen Length and Location

Additional interpretation errors may occur when either screen length or screen

location of the observation wells are unknown. In addition, excessively long screens

(such as used in large production wells and open boreholes) can give conflicting

information on water level. Long screens allow flow between different formations

within an aquifer and may even penetrate more than one aquifer. Invalid conclusions

can also be reached if wells tapping different aquifers are compared. It is important

that accurate information be obtained as to screen length and depth. If such

information is not obtainable, the water level data should be interpreted most

cautiously.

7.3.2.4 Determination of Flow Directions

After water level information has been collected, the data should be plotted as

water level elevation contours and used to determine the ground water flow directions.
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7.3.2.4.1 Water Level Elevation Contours

A contour map of the water level elevations is prepared from wells screened in the

same aquifer. Water level elevation data from the observation wells must all be

measured during the same time period (best if measured within a few days) and in the

same portion or zone of the aquifer (e.g., upper, middle, lower). A contour map of the

water levels can be constructed using the following five steps: 1) plot the spatial

location of each well on a map and label each point; 2) write the water level

elevation value on the map for every well measured during the same specified time

period and in the same aquifer; 3) decide which contour values are desired (e.g.,

every meter or decimeter change in elevation): 4) locate points on the map

corresponding to the contour values chosen in step 3 by interpolating between all of

the measured values; 5) draw a line connecting all points of equal value. These lines

are drawn so that no two lines ever cross. This process is repeated for each time

period and for each aquifer. An example of these steps is shown in Figure VII-15 for a

water table aquifer underlying a series of waste ponds.

There are, of course, more sophisticated methods of constructing contour plots,

such as contained in several computer programs. SURFACE II is a recent FORTRAN

computer program developed by the Kansas Geological Survey (Olea, 1975; Sampson, 1978).

This program uses regionalized variable theory or Kriging to perform automatic

contouring of point observations. This and many other programs (Davis, 1973) are

available but usually hand contouring is more than adequate for screening purposes.

7.3.2.4.2 Water Flow Directions

It was stated in Section 7.2.4.1 that water flows in the direction of decreasing

potential energy. In the case of saturated ground water, the potential energy is equal

to the water level elevation, as measured by piezometers or wells screened in either

confined or unconfined aquifers.

It can be shown that ground water in an isotropic aquifer not only moves in the

direction of decreasing water level elevation but also perpendicular to the

equipotential lines. Isotropy means that the hydraulic properties (e.g., hydraulic

conductivity) of the aquifer are equal in all directions. Hence, if a contour plot of

the water level elevation is available and if the horizontal and vertical scales that

are used in constructing the contour plot are the same, then the ground water flow

direction can easily be found as follows: 1) pick any point along a water level

elevation contour or equipotential line; 2) draw a line (called a flow line) from this

initial contour line to the next smaller valued contour line, going initially in a

direction perpendicular to the first contour line; 3) extend the flow line until it

reaches the next contour, making sure that it crosses this new contour line

perpendicularly; 4) extend this flow line to as many contour lines as desired, always

crossing the contour lines at right angles. Any number of flow lines can be
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FIGURE VII-15 AN EXAMPLE OF A CONTOUR PLOT OF WATER LEVEL
DATA WITH INFERRED FLOW DIRECTIONS.
REFERENCE: TETRA TECH, 1985

constructed in this manner. The direction of ground water flow is along these flow

lines. An example of constructing flow directions is shown in Figure VII-15, using the

water level data shown in the figure. An extensive discussion of graphical methods for

constructing flow lines and flow nets can be found in DeWiest (1965).

As shown in Figure VII-16, the graphical construction of flow lines are made by

crossing the equipotential lines at right angles. This is always true for isotropic,

homogeneous aquifers when the plotted contours are constructed using equal horizontal

and vertical scales. However, additional complications or modifications arise if these
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conditions are not met. Van Everdingen (1963) discusses the problem of drawing flow

lines when the horizontal and vertical scales are not equal as in cross-section

diagrams. Liakopoulos (1965) provides theoretical principles for constructing flow

lines in homogeneous, anisotropic media (when the hydraulic conductivity varies

according to the direction of flow). Fetter (1981) gives a simple graphical method

(using a permeability tensor ellipse) to account for anisotropy. Comparison of flow

directions in an isotropic aquifer and anisotropic aquifer is shown in Figure VII-16.

The effects of anisotropy and heterogeneity are important but they are difficult

to take into account with data generally available during the screening phase of a

project. The construction of equipotential and flow lines should be done first

assuming a homogeneous and isotropic aquifer. The flow directions could then be

adjusted if additional detailed data show this to be necessary.

FIGURE VII-16 SCHEMATIC SHOWING THE CONSTRUCTION OF FLOW
DIRECTION LINES FROM EQUIPOTENTIAL LINES
FOR IsOTROPIC AQUIFERS AND ANISOTROPIC AQUIFERS
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7.3.3 Flow Velocities and Travel Times

7.3.3.1 Ground Water Flow Velocities

The direction of ground water flow is discussed in Section 7.3.2.4.2 in terms of

water level elevations and hydraulic gradient. To determine the magnitude of ground

water flow, Darcy’s law is used. Section 7.3.3.1.1 presents Darcy’s law for both

saturated and unsaturated flow situations. The various forms of representing flow

velocity are discussed in Section 7.3.3.1.2 and the applicability or range of validity

of Darcy’s

estimating

7.3.3.1.1

law is reviewed in Section 7.3.3.1.3. Finally, methods of measuring or

ground water flow velocities are discussed in Section 7.3.3.1.4.

Darcy’s Law

In 1856, Henri Darcy discovered by experiment that the flow rate through a

saturated porous medium was proportional to the change in head across the medium and

inversely proportional to the length of the flow path. Darcy’s law can be expressed

as:

Q = -KA N-1/AL = -KAI (VII-27)

where K is a proportionality constant (the hydraulic conductivity, cm/sec), A is the

flow cross-sectional area (cmz) of the soil (measured at a right angle to the direction

is theof flow), AH is the change in hydraulic head (cm H20) across the soil, AL

distance or length (cm) across the soil (measured parallel to the flow), I is the

hydraulic gradient (cm/cm) and Q is the volumetric discharge rate (cm3/sec). The

negative sign in Equation VII-27 indicates that water flows in the direction of

decreasing head or potential energy.

Schematics of the experimental set-ups to demonstrate Darcy’s law can be seen in

Figure VII-17. In Figure VII-17a, flow occurs along an inclined, saturated soil

column. The flow is from left to right, going from the upper to the lower reservoir of

water. The change in hydraulic head AH across the soil column is simply:

13H = Hout - Hin

where Hin is the hydraulic head (cm) at the inlet and Hout is

at the outlet.

Darcy’s law is also valid for unsaturated flow, the only

(VII-28)

the hydraulic head (cm)

difference being that the

hydraulic conductivity is now a function of pressure potential Hp or+

Q= -K(I$) AAHIAL (VII-29)

An example of a demonstration of Darcy’s law for unsaturated flow can be seen in

Figure VII-17b. This example is the same as shown in Figure VII-17a but now the soil
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FIGURE VII-17 SCHEMATIC DIAGRAMS SHOWING PERMEAMETERs TO
DEMONSTRATE DARCY’S LAW
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is subject to a negative pressure (or a positive suction) potential at both ends of

the soil sample by hanging water columns. The hanging water columns will exert a

negative pressure potential as long as points “a” and “b” are located below the inlet

and outlet, respectively. In general, both the pressure potential and hydraulic

conductivity will vary along the soil column. As the absolute value of the pressure

potential increases, the hydraulic conductivity will decrease. However, a constant

hydraulic conductivity can be made by making the pressure potential Hpin equal to

Hpout”
The total head or potential at any given point is due to the sum of the

gravitational and pressure potentials:

(VII-30)

The minus sign was put in front of the absolute value of the pressure potential to

avoid any confusion as to the contribution of the pressure potential to the total head

in unsaturated soil. Upon substitution of Equation VII-30 into Equation VII-28 and

VII-29, Darcy’s law for the unsaturated flow case illustrated in Figure VII-17b can be

described by:

(VII-31)

where all of the H terms are expressed in units of length (cm). Since unsaturated

hydraulic conductivity is a nonlinear function of pressure potential (see

Section 7.2.4.3), the K* (cm/sec) used in Equation VII-31 represents the hydraulic

conductivity for the average matric or pressure potential ~avg(cm) in the soil column:

+avg = ‘Hpin + ‘pout)/2

Hence, the hydraulic conductivity used in Equation VII-31 becomes:

K* = K(IJavg)

(VII-32)

(VII-33)

7.3.3.1.2 Darcy and Seepage Velocities:

If the volumetric discharge rate Q (cm3/sec) from Darcy’s law is divided by the

cross-sectional area A (cm2), then the ratio Q/A has the units of a velocity, Vd

(cm/sec). This “velocity” is called the Darcy velocity or specific discharge:

‘d
= Q/A= -KAH/diL = -KI (VII-34)
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where I (cm/cm) is defined as the hydraulic gradient. However, the Darcy velocity is

not the “true” velocity at which the water moves through the pores of a medium. It is

both impractical and unnecessary to determine the actual microscopic velocities through

the pore spaces. A more useful macroscopic quantity is called the seepage velocity.

Since solutes do not migrate across the entire pore space, we need only consider the

water filled portion of it. TO take this into account, the Darcy velocity ‘d is

divided by the volumetric moisture content to yield the seepage velocity, vs:

v s = Vdlo (VII-35)

Since e is less than one, the seepage velocity is greater than the Darcy velocity

(usually by a factor of 2 or more). The seepage velocity is also called the average

interstitial or pore-water velocity.

For saturated flow, like in Figure VII-17a, the volumetric water content equals

the porosity p (unitless ratio). Upon substitution of p into Equation VII-35 and vs

into Equation VII-34, the seepage velocity for saturated conditions becomes:

v -K <AH.
s = -KI/P~ ‘K (VII-36)

where I (cm/cm) is the hydraulic gradient. For unsaturated flow, the seepage velocity

is:

-K AH
vs ‘7X = -K1’o (VII-37)

where the hydraulic conductivity K is now a function of the moisture content 6.

In general, the Darcy velocity ‘d is used in the computation of ground water flow

problems and the seepage velocity, vs, is used in the computation of contaminant or

solute transport problems. Great care must be used when obtaining velocity data from

published reports since many authors do not state which velocity formulation they are

using.

7.3.3.1.3 Applicability of Darcy’s Law

Darcy’s law is only valid for those conditions in which the flux Q is a linear

function of the hydraulic gradient I (i.e.,AH/AL). This generally corresponds to the

condition of laminar flow and when resistance to flow is dominated by viscosity.

However, at very high velocities, the flow becomes turbulent and inertial forces become

dominant. The Reynolds number Re is a dimensionless number that expresses the ratio of

the inertial to the viscous forces during flow:

Re = dspwvdip (VII-38)
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where Pw is the density of water (g/cm3), pis the viscosity (cm2/sec)  and ds is some

characteristic length (cm) representing the intergranular flow channels. Bear (1972)

suggests using d50 (i.e., the average or mean grain size diameter) for ds but sometimes

‘lo is used (See Section 7.2.2.2). Values forpw and K are given in Appendix I.

Darcy’s law has been shown experimentally to be valid for those conditions for

which the Reynolds number is less than 10 when using d so (the average grain-size

diameter) for ds. This covers virtually all natural ground water situations, except

perhaps for flow through extremely coarse materials, and in areas of steep hydraulic

gradients (gradients greater than 1, such as close to pumping wells). On the other

extreme, Darcy’s law may also be invalid for extremely low hydraulic gradients and flow

through dense clay.

7.3.3.1.4 Methods to Estimate Flow Velocities

There are several ways of estimating the ground water flow velocity. A review of

these methods is shown in Table VII-11. The Darcy-based method, as discussed in

Sections 7.3.3.1.1 and 7.3.3.1.2, is probably the least expensive and quickest method

of estimating flow velocities. From Equation VII-34, the horizontal Darcy velocity Vdh

(cm/sec) can be calculated between any two points spaced a distanceAx  (cm) apart as:

‘dh = -KhAH/Ax = -KhIh (VII-39)

where Ih (cm/cm) is the horizontal hydraulic gradient, AH is the hydraulic head change

and Kh (cm/sec) is the horizontal hydraulic conductivity. The vertical Darcy velocity

‘dv ( cm/sec) can be calculated between any two depths spaced a distance Az (cm) apart

as:

‘dv = -KAH/Az = -KVIV (VII-40)

where Iv (cm/cm) is the vertical hydraulic gradient, Kv (cm/sec) is the vertical

hydraulic conductivity and AH (cm) is the change in hydraulic head across the points of

measurement. Note that in the case of saturated flow (confined or unconfined), AH is

simply the difference in water level elevations between the measurement points.

The major disadvantage of using the Darcian method for calculating flow velocities

is that the hydraulic conductivity needs to be known. Methods of measuring hydraulic

conductivity are given in Section 7.2.5.2.2 but large uncertainties are usually

associated with these methods. Despite these uncertainties, Darcy’s method is best

suited for the screening phase of a ground water study.

-357-



Table VII-11
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Ground Water Travel Times7.3.3.2

The

where Al

non-react

the above

distance traveled by an object moving at a constant velocity is:

Al = (At) (Velocity) (VII-41)

is the distance traveled and At is the time of travel. If the transport of a

ive and non-dispersive solute or contaminant is considered, the “velocity” in

equation becomes equal to the seepage velocity v~ (which was discussed in

Section 7.3.3.1.2). The seepage velocity is used because solutes only travel through

the water filled portion of soil pores. The travel timeAt can now be solved from

Equation VII-41 to give:

!It = A1/vs (VII-42)

If the seepage velocity is calculated from Darcy’s law, then Equation VII-36 can be

substituted into Equation VII-42 to yield the travel time for saturated flow

conditions:

At=* (VII-43)

where At (sec) is the travel time, Al (cm) is the travel distance, p (unitless ratio)

is the porosity, K (cm/sec) is the hydraulic conductivity and I (cm/cm) is the

hydraulic gradient. Estimated values of porosity are given in Table VII-4 for a

variety of geologic materials. Note that the porosity used in Equation VII-43 is to be

expressed as a ratio or decimal fraction and not as a percent. For unsaturated flow,

the volumetric moisture content t9 (unitless ratio) is substituted in place of porosity

“p” in Equation VII-43.

It should be remembered that travel times computed from Equations VII-42 and

VII-43 are for non-reactive and non-dispersive, conservative solutes moving at a

constant velocity. Retardation by sorption and attenuation by other solute-soil

interactions may substantially decrease the velocity of solute movement and increase

the travel time. Conversely, dispersive processes can either substantially increase or

decrease the velocity that a portion of the solute molecules move and hence change the

travel time. The processes of sorption and dispersion will be discussed in greater

detail in Section 7.4.

In many situations, the flow velocity may vary in both direction and magnitude in

an aquifer. Variable velocity and/or variable soil properties can easily be

incorporated into the calculation of solute travel time by assuming that solute flow is

a constant over a series of finite subregions.

20 percent, discretization is not necessary for
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FIGURE VI 1-18 SCHEMATIC SHOWING HOW TRAVEL TIME CAN BE CALCULATED
FOR SOLUTE TRANSPORT WHEN THE FLOW VELOCITY VARIES:
A) ORIGINAL PROBLEM, B) DISCRETIZED REPRESENTATION
OF THE FLOW LINE. REFERENCE: TETRA TECH (1984)
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shows such a discretization process. Equation VII-43 is applied over each “constant”

subregion and then all travel times are summed, such that the total travel time Tt is:

Tt=2Ati=
[1

+ w
-L K

i=l i=l I i

where the subscript “i” refers to the i-th subregion and n is the total number

subregions,

(cm/sec) is

unsaturated

porosity p.

VII-44

of

p (unitless ratio) is the porosity, Al (cm) is the travel distance, K

the hydraulic conductivity and I (cm/cm) is the hydraulic gradient. For

flow, the volumetric moisture content O (unitless ratio) is substituted for

The parameters p,Al, K and I can be different for each subregion “i”.

Obviously, a small number of subregions should be chosen at first, and the number

increased as more data become available.

Consider the following example illustrating the computation of travel time for

ground water from a holding basin to a nearby river.

A buried stream channel is suspected of being beneath the holding basin

shown in Figure VII-19. The aquifer underlying the holding basin and the

surrounding area is a water table aquifer (unconfined). The hydraulic

conductivity measurement from a pump test at well B1 was 0.4 cm/sec and the

hydraulic conductivity from a pump test in well B2 was 0.6 cm/sec. The water

level elevations in wells 61 and B2 were 2.82 x 104 cm and 2.8140 x 104 cm,

respectively. The estimated porosity is 0.3. Calculate the seepage velocity and

travel time for sulfate from the edge of the holding basin to the river using the

above data. Assume the sulfate does not interact with the soil.

Consider the following steps:

1) Obtain the average hydraulic conductivity from the two pumping tests,

K = (0.4 + 0.6)/2 = 0.5 cm/sec

2) Calculate the hydraulic gradient between the basin and the river, where

the distance between wells B1 and B2 is 4 x 104 cm,

H -H

+
1=#=(lL2 = (2.8200 X 104 -2.8140 X 104)

4 x 104

= 0.0015 (cm/cm)
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FIGURE VII-19  EXAMPLE PROBLEM:  CALULATION OF TRAVEL TIME FOR
SULFATE FROM HOLDING BASIN TO RIVER
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3) Calculate the seepage velocity using Equation VII-36,

vs = F= w = ‘go’” cm”ec

4) Estimate the travel time to the river using either Equation VII-42 or

VII-43, where the distance between the basin and the river is 6 x

104 cm,

or

Hence, the travel time for sulfate, from the basin to the river is 280 days

or approximately 9 months.

7.4 POLLUTANT TRANSPORT PROCESSES

The basis for ground water transport of contaminants is discussed in this section.

First, the processes of dispersion and diffusion are reviewed in Section 7.4.1. This

section includes both the definition and the estimation of these parameters for the

one-dimensional and then the two-dimensional case. Finally, chemical and biological

processes that affect contaminant transport are discussed in Section 7.4.2. This

section discusses how sorption and rate processes can be represented in screening

methods.

7.4.1 Dispersion and Diffusion

7.4.1.1 Hydrodynamic Dispersion

Up until this point, the migration of dissolved solutes through porous media was

assumed to be only related to the seepage velocity of ground water (see Section 7.3.3).

Under this assumption, an injected solute or contaminant would travel through the

aquifer by plug flow (e.g., piston-like motion), The concentration profile would

resemble a step function. However, experience has shown that solutes do not exhibit

true plug flow. Instead, solutes gradually spread out from their initial point of

introduction and occupy an ever increasing volume of the aquifer, moving far beyond the

region that it would be expected to occupy based on the average seepage velocity alone.

This spreading or dispersing phenomenon is called hydrodynamic dispersion.

Hydrodynamic dispersion constitutes a nonsteady, irreversible mixing process.

Bear (1972) states that hydrodynamic dispersion is the macroscopic outcome of the
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solute’s movement due to microscopic, macroscopic and megascopic effects. On the

microscopic scale, dispersion is caused by: a) external forces acting on the ground

water fluid, b) macroscopic variations in the pore geometry, c) molecular diffusion

along solute concentration gradients, and d) variations in the fluid properties, such

as density and viscosity.

In addition to inhomogeneity on the microscopic scale (i.e., pores and grains),

there may also be inhomogeneity in the hydraulic properties (macroscopic variation).

Variations in hydraulic conductivity and porosity introduce irregularities in the

seepage velocity with the consequent additional mixing of solute. Finally, over large

distances of transport, megascopic or regional variations in the hydrogeologic units or

strata are present in the aquifer. The effect of scale on the mechanisms of

hydrodynamic dispersion are shown schematically in Figure VII-20. Since the magnitude

of dispersion varies significantly with the scale of the physical system, care must be

taken to properly define which scale is to be used in any given problem.

The hydrodynamic dispersion coefficient D (cm2/sec) may be mathematically

expressed as the sum of two dispersive processes: mechanical dispersion Dm (cm2/sec)

and molecular diffusion D* (cm2/sec). Thus, the sum is:

D=Dm+D* (VII-45)

Molecular diffusion D* is a microscopic and molecular scale process that results

from the random thermal induced motion of the solute molecules within the liquid phase.

This process is independent of the advective motion of the ground water and can be of

significant importance at low flow velocities and very near solid surfaces. Duursma

(1966) reported experimentally determined molecular diffusion coefficients that ranged

between 2 x 10-6 -6and 6 x 10 cm2/sec for trivalent and monovalent ions (both positive

and negative) in fine sand. However, molecular diffusion is generally specified

(Sudicky, 1983; Gillham et al ., 1984) as:

D* = 1 x 10-6 cm2/sec (VII-46)

Mechanical dispersion Dm occurs predominately on a macro and megascopic scale and

is due to the “mechanical mixing” of the solutes. Such mechanical mixing is caused by:

a) variations in the velocity profile across the water filled portions of a pore, b)

variations in the channel size of the pores, c) the tortuosity, branching

interfingering of pore channels.

7.4.1.2 One-Dimensional Flow

7.4.1.2.1 Introduction

For one-dimensional flow, mechanical dispersion 
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FIGURE VII-20 SCHEMATIC SHOWING THE EFFECT OF SCALE ON
HYDRODYNAMIC DISPERSION PROCESSES

as a function of the seepage velocity v~ (cm/sec) with the relationship:

Dm = alvs (VII-47)

where al (cm) is the longitudinal dispersivity of the porous medium. Upon substitution

of Equation VII-47 into Equation VII-45, the hydrodynamic dispersion coefficient D

(cm2/sec) becomes:

0 = alvs + ‘* (VII-48)
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where the molecular diffusion D* (cmz/sec) is given by Equation VII-46.

Unfortunately, dispersivity til is not a constant but rather appears to depend on

the mean travel distance or scale at which the measurements were taken (Fried, 1975;

Pickens and Grisak, 1981 a, b; Sudicky, 1983). For example, laboratory experiments

give values of dispersivity in the range of 10-2 to 1 cm, while field determined values

range from about 103 to 104 cm.

7.4.1.2.2 Estimating Longitudinal Dispersivity

A rough estimate of longitudinal dispersivity in saturated porous media may be

made by setting al (cm) equal to 10% of the mean travel distance ~ (cm) (Gelhar and

Axness, 1981):

al = .li (VII-49)

In Figure VII-21, 48 values of longitudinal dispersivity are plotted as a function

of scale length of the experiment for saturated porous media (Lallemand-Barres and

Peaudecerf, 1978). Note in Figure VII-21 the line predicted by Equation VII-49.

Lallemand-Barres and Peaudecerf (1978) concluded that field-scale dispersivity was

independent of both the aquifer material and its thickness. In addition, Equation

VII-49 and Figure VII-21 suggest that longitudinal dispersivity increases indefinitely

with scale length.

More recently, Gelhar et al .  (1985) reviewed the available literature and obtained

77 values of longitudinal dispersivity from saturated field studies and 13 values of

longitudinal dispersivity from unsaturated field and laboratory studies. The saturated

media results are shown in Figure VII-22 and the unsaturated media results in

Figure VII-23. These data also show that longitudinal dispersivity increases with

scale length. However, a critical evaluation of saturated site data in terms of

reliability (as indicated by the size of the circles in Figure VII-22) Ted Gelhar

. (1985) to suggest that no definite conclusion could be reached concerning scales

greater than 100 meters. Longitudinal dispersivity probably approaches asymptotically

a constant value for very large or megascopic scale lengths (Gelhar and Axness, 1983;

Sudicky, 1983). In addition, the 10 percent rule of thumb expression for longitudinal

dispersivity given by Equation VII-49 does not hold in the unsaturated zone. Rough

approximations of longitudinal dispersivity for unsaturated flow can be made by using

Figure VII-23, where scale means the mean travel distance or simply the distance from

the origin of the contaminant.

To estimate longitudinal dispersion, an appropriate distance is determined

(typically the distance from the contaminant source to the furthest point of interest).

The dispersivity is then selected for the chosen distance from either Equation (VII-44)

or Figure VII-22 for the saturated zone or Figure VII-23 for the unsaturated zone.

et al
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FIGURE VII-21 FIELD MEASURED VALUES OF LONGITUDINAL DISPERSIVITY
AS A FUNCTION OF SCALE LENGTH FOR SATURATED POROUS
MEDIA. REFERENCE: LALLEMAND-BARRES AND
PEAUDECERF (1978)
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FIGURE VII-22    A PLOT OF LONGITUDINAL DISPERSIVITY VS. SCALE LENGTH
FOR SATURATED POROUS MEDIA. REFERENCE: GELHAR
ET AL. (1985)

Dispersion is then calculated using Equation (VII-48) or Equation (VII-47) for one-

dimensional flow.

7.4.1.2.3 Solute Transport Equation

In order to better visualize the concept of dispersion, a brief discussion is

given concerning the equation describing one-dimensional solute transport in ground

water flow systems. The partial differential equation describing the one-dimensional,

advective-dispersive transport of non-reactive solutes in saturated (or unsaturated),

homogeneous porous media is given by:

(VII-50)
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FIGURE VII-23    A PLOT OF LONGITUDINAL DISPERSIVITY VS. SCALE LENGTH
FOR UNSATURATED POROUS MEDIA. REFERENCE: GELHAR

. (1985)ET AL

where c (g/ml) is the solute concentration at time t (day) and distance x (m),

D (m2/day) is the hydrodynamic dispersion coefficient and VS (m/day) is the ground

water seepage velocity.

If the aquifer is initially assumed to be solute free and if the D and vs

parameters are constant over the distance of interest, then a solution to Equation

VII-50 for a step function input (i.e., the initial concentration goes from zero to a

value co at t = O) can be obtained (Ogata and Banks, 1961; Ogata, 1970). The analytic

solution and a worked out example using an integrated form of Equation VII-50 are given

in Section 7.5.4. Note that a constant hydrodynamic dispersion coefficient D was used

when solving Equation VII-50 in Section 7.5.4. Yet, Equation VII-49 and Equation

VII-50 indicate that D is a function of distance or scale. Unfortunately, no simple

analytic solution exists for the general case of a spatially varying dispersivity term.

Hence, the distance or scale of the problem is used to compute the longitudinal

dispersivity.
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Consider the analytic solution to Equation VII-50 from Section 7.5.4, shown

schematically in Figure VII-24. The solute concentration is plotted as a function of

distance in Figure VII-24a at times tl and t2, where t2 is greater than tl. The solute

concentration is plotted as a function of time in Figure VII-24b. The solute

concentration versus time plot is also known as a breakthrough curve. Each plot in

Figure VII-24 also shows the solution to Equation VII-50 for plug flow (i.e., no

dispersion).

A comparison between plug flow and dispersive flow in Figure VII-24 shows an “S”

shaped curve when dispersion is considered. As time or distance increases, the S shape

flattens out. Remember that solutes in plug flow move at the seepage velocity and as a

sharp front. Hence, solutes in dispersive flow are spreading out and the leading

portion of the solutes are moving faster than the seepage velocity and the trailing

portion are moving slower than the seepage velocity. At the point c/c. = 0.5, the

solutes move at a rate approximately equal to the seepage velocity.

In Section 7.3.3.2, the question of travel time was addressed but only for non-

reactive, non-dispersive, plug flow. It should now be obvious from the above

discussion that ignoring the effect of dispersion can considerably overestimate the

travel time of a contaminant. The leading front of a contaminant plume may reach a

given location as much as an order of magnitude faster than that predicted by plug or

non-dispersive flow. Plug flow only predicts the travel time for the center or

centroid of solute mass of the contaminant plume. The travel time estimates given by

plug flow in Section 7.3.3.2 are still useful in that it gives a time reference for

contaminant transport. What plug flow considerations alone cannot do is to predict

time of arrival for the leading edge of a contaminant plume.

Unfortunately, there is no simple, algebraic way to incorporate the effect of

dispersion into calculating time of travel and solute concentration profiles.

Equation VII-50 has to be solved repeatedly for different times and distances. The

example given above plus four other examples of solute transport are discussed with

additional detail in Section 7.5.

7.4.1.2.4  Measuring Longitudinal Dispersivity

In Section 7.4.1.2.1, several figures and equations were given as a means of

estimating longitudinal dispersivity. These methods of estimation are more than

adequate during the screening phase of a ground water project.

A great deal of controversy still exists as to the true meaning of hydrodynamic

dispersion, its correct mathematical representation and the proper method to measure it

in the field. In Equation VII-49, longitudinal dispersivity was estimated as a linear

function of scale distance. However, many other representations are possible (Pickens

and Grisak, 1981 a, b). Even stochastic representations are available (Todorovic,

1975; Smith and Schwartz, 1980; Gelhar and Axness, 1983).
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FIGURE VII-24    SCHEMATIC SHOWING THE SOLUTION OF EQUATION VII-50
AND THE EFFECT OF DISPERSION: A) SOLUTE
CONCENTRATION AS A FUNCTION OF DISTANCE AT TIMES
T1 AND T2, B) SOLUTE CONCENTRATION AS A FUNCTION
OF TIME (THE BREAKTHROUGH CURVE)
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The typical field method to measure longitudinal dispersivity consists of

injecting a tracer into the porous medium and then monitoring the arrival time of the

tracer concentrations. The experimental data are then fitted or calibrated (using

either an analytical or numerical solution of the dispersion equation) to obtain the

longitudinal dispersivity or dispersion coefficients. Many analytical methods of

fitting the solute breakthrough curve are available, such as those given by Elprince

and Day (1977) and Basak and Murty (1979). An extensive discussion on field methods

determine dispersion coefficients is also given by Fried (1975).

7.4.1.3 Multi-Dimensional Flow

to

7.4.1.3.1 Introduction

In any real ground water system, the point release of a solute or contaminant into

the aquifer will produce an expanding, three-dimensional ellipsoid. The concentration

profile of such a plume will be approximately Gaussian in shape in the transverse

directions (both across and down). The concentration profile will also be

approximately Gaussian in shape along the longitudinal direction if the point release

is instantaneous (i.e., a slug or short pulse). The component or contribution of

dispersion will generally be greatest along the direction of flow (longitudinal) and

less in the transverse directions. The longitudinal direction is implicitly taken to

be along the principal direction of ground water flow. The transverse directions t and

v are perpendicular to the longitudinal but t (lateral-transverse) is in the same plane

as that of ground water flow. The v or vertical-transverse direction is perpendicular

to the l-t plane but it is not necessarily in the same direction as gravity. The

vertical-transverse direction is only along the direction of gravity when the ground

water flow is in the horizontal direction.

In a layered, unconsolidated aquifer with horizontal flow, the effect of vertical

dispersion will generally be significantly less than from horizontal dispersion.

Vertical mixing is a slow process and solute will often remain confined to a narrow

horizontal zone in the aquifer. Hence, most analyses, including those of the screening

methods, consider one- or two-dimensional analyses of solute transport. If the source

of the solute or contaminant is very wide compared to the distance of interest, then

one-dimensional analyses (such as is given in Section 7.4.1.2) are adequate.

As in Section 7.4.1.1, the coefficient of hydrodynamic dispersion D is defined as

the linear sum of mechanical dispersion and molecular dispersion D*. However, for an

anisotropic, three-dimensional medium, Scheidegger (1961) and Bear (1972) define D as a

fourth-rank tensor, containing 81 components. If the coordinate axes are chosen so

that they coincide with the principal axes of dispersion, then virtually all of the

off-diagonal terms of the tensor are zero.
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In a two dimensional, horizontal, isotropic medium, the hydrodynamic dispersion

coefficient becomes:

(VII-51)

where the magnitude of the seepage velocity v~ (cm/sec) is given by:

V2=V2+V2
s 5X Sy (VII-52)

and where D* (cmz/sec)  is molecular dispersion (see Equation VII-46); a, (cm) and at

(cm) are the dispersivities in the longitudinal and transverse directions,

respectively; Vsx (cm/sec) and v sy (cm/sec) are the longitudinal and transverse seepage

velocity components, respectively; Dxx, Dyy(cm2/sec) are the principal components of

the hydrodynamic dispersion term; and D Dyx(cm2/sec) are the off-diagonal componentsXy ‘
of the hydrodynamic dispersion term.

If the Cartesian coordinate system is chosen so that the longitudinal (i.e., the

x) axis coincides with the direction of the average seepage velocity vs, then D reduces

to:

‘1 ‘alvs + ‘*

‘t ‘atvs + ‘*

(VII-53)

where D1 (cm2/sec) and Dt (cm2/sec) are the longitudinal and transverse hydrodynamic

dispersion terms, respectively. This orientation of the Cartesian coordinate system is

used in most of the problems in Section 7.5. The molecular dispersion term D*

(cm2/sec) ranges in value between 10-6 and 10-5cm2/sec. The computation of the seepage

velocity vs is discussed in Sections 7.3.3.1, the longitudinal dispersivity termal

(cm) is given in Section 7.4.1.2.2 and the transverse dispersivity terms t (cm) is

discussed below.

7.4.1.3.2  Estimating the Transverse Dispersivity Components

Whitaker (1967)

medium, that dispersi

al and that al would
component at. Hence:

predicted that for uniform flow in an isotropic, saturated porous

vity would be dominated by the longitudinal dispersivity component

be exactly three times the value of the lateral-transverse

allat = 3 (VII-54)
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Gelhar et al

The estimate of Equation VII-54 agrees with the field data analyzed recently by

. (1985) for unconsolidated materials. TheaI/at  ratio ranged between 2.1

and 5 for alluvial and glacial deposits (sand and gravel), the average being 3.5. The

ratio of al/at for limestone was 3.2. The vertical transverse component of

dispersivityav  was generally two orders of magnitude smaller than that of the

horizontal components. Theal/av ratio ranged between 30 and 860 for alluvial/glacial

deposits, the average being 400 (Gelhar et al ., 1985).

The dispersivity components can be estimated for screening purposes as follows:

a) use the 10 percent rule of thumb from Equation VII-49 to estimate the longitudinal

al component for saturated media and Figure VII-23 for unsaturated media, b) then use

either Equation VII-54 or the above ratios to estimate the transverse dispersivities at

and/or av.

7.4.1.3.3 Alternative Dispersion Formulations

Before leaving this section on dispersion, one additional comment should be made

concerning spatial variability. In both the one-dimensional and two-dimensional

representations of solute transport, it is conveniently assumed that the seepage

velocity vs could be averaged and expressed as a constant. However, the seepage

velocity may have substantial variations in space. Consider Figure VII-25 which

schematically shows how the horizontal seepage velocity vs(z) may vary dramatically

with depth. Such stratification or variations are quite common in aquifers and are

caused by the variations in the hydraulic conductivity and porosity in the medium

(Sudicky et al., 1983; Gillham et al., 1984).  Recently, several researchers such as

Molz et al . (1983), Sudicky (1983), Gillham et al. (1984), etc. have suggested that the

primary physical mechanism that causes the spreading of solute in the longitudinal

direction is due to the vertical variation in the seepage velocity vs(z). Hence, they

argue that the phenomenon of scale-dependent dispersivity and hydrodynamic dispersion

is an artifact. They suggest that more emphasis should be placed on the accurate

determination of hydraulic conductivity and aquifer inhomogeneities.

Artifact or not, the use of hydraulic dispersion algorithms is currently the only

practical method, short of direct measurement, to account for dispersive solute

transport. Those who are in the screening phase of a ground water project are unlikely

to have access to a detailed survey of the hydraulic conductivity and seepage

velocities of the aquifer. The analytic and heuristic methods presented here and in

Section 7.5 are the best that are currently available.

7.4.2 Chemical and Biological Processes Affecting Pollutant Transport

Pollutants in ground water can be affected by a number of chemical and biological

processes as shown in Figure VII-26. Volatilization generally does not have to be

considered in ground water screening problems unless the pollutant is within a few

inches of the land surface and the media is highly permeable. Of the remaining
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FIGURE VII-25 SCHEMATIC SHOWING HYPOTHETICAL VERTICAL VARIATION IN
THE GROUND WATER FLOW VELOCITY

processes shown in Figure VII-26, some can be incorporated directly into the analytical

methods to be presented later in this chapter. These processes are sorption-desorption

and ion-exchange, hydrolysis, and biodegradation.

Other chemical processes can be considered separately from the analytical methods.

Processes which can be evaluated include acid-base reactions, speciation, complexation,

oxidation-reduction reactions and precipitation-dissolution. For example, to determine

if sorption is important and if so, an appropriate coefficient, the metal speciation

must be determined for the pH and redox conditions present in the ground water. This

can be done based on Eh-pH diagrams or equilibrium geochemical models. At this point,

the transport of the metals can be estimated using the analytical methods discussed in

Section 7.5. Next, the extent of precipitation-dissolution can be determined using

methods similar to those described in Chapter 4 of this manual. If the calculations

show that some metal could precipitate, the transport calculations can be revised using

the new dissolved concentration. In most surface and ground waters, revised transport

calculations will not be necessary because sorption is the dominant process at typical

metal concentrations, However, within a waste material and immediately downgradient of

it, metal concentrations can be high so volubility limits should be checked.

7.4.2.1 Sorption

Sorption can

of the soil-water

be defined as the accumulation of a chemical in the boundary

interface. Sorption-desorption processes are an important

region
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FIGURE VII-26    MAJOR EQUILIBRIUM AND RATE PROCESSES IN NATURAL
WATERS. REFERENCE: SCIENCE APPLICATIONS, 1982

determinant of pollutant behavior in the subsurface environment. Because of the much

higher solid to liquid ratios in ground waters than in surface waters, the

concentration of even a moderately-sorbed pollutant can decrease significantly with

distance as it migrates in the ground water. In addition to decreasing the aqueous

concentration, there are several other implications of sorption. Volatization, even in

the uppermost soil layers, is diminished. Rates of reactions such as microbial

degradation can be different for the adsorbed pollutant and the portion remaining in

solution. Unlike in surface waters where the adsorbed pollutant may still be advected
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downstream associated with suspended sediment, in ground water the adsorbed pollutant

is not ususally transported by advection or dispersion (the solid phase is immobile.)

However, when the concentration gradient changes, the pollutant can be desorbed over

time at the same or a different rate than it was sorbed onto the soil particles. This

has important implications for handling waste disposal problems in that when “clean”

water flushes an aquifer which previously contained water contaminated with metals or

organic chemicals, the concentrations of the pollutants may remain relatively high

until the reservoir of adsorbed pollutants has been depleted. In one case of high TCE

contamination, the downgradient concentration was predicted to be 80 percent of the

existing level even after the aquifer was flushed once with distilled water.

7.4.2.1.1 Retardation Factor

If sorption is modeled as a linear, equilibrium process, it can be incorporated

into the analytical methods presented in Section 7.5 as a retardation factor. This

factor is defined as follows:

Rd = 1 + (Kd Pb/p) (VII-55)

where

Rd = retardation factor (unitless)

Kd = distribution coefficient (ml/g)

‘b = bulk density (g/ml)

P = porosity (decimal fraction).

The term, Kd is used in most ground water literature, but it is synonymous with Kp, the

partition coefficient, which is more common in chemical and surface water literature.

If a pollutant is not sorbed, the retardation factor equals 1 which shows that the

pollutant moves at the same speed as the ground water. If the retardation factor is

greater than 1, say 2, the pollutant will move half as fast as the water. Typical

values for bulk density and porosity for different types of soil materials were

included in Table VII-2 and VII-4, respectively.

The Kd term is an empirical coefficient for a specific constituent under a

particular set of conditions. For linear, equilibrium sorption, Kd can be measured in

the laboratory as:

Kd = [s]/[c] (VII-56)
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where Kd = distribution coefficient, ml/g

[s] = concentration of pollutant sorbed on soil, g/g

[c] = concentration of pollutant in solution, g/ml.

Kd may be a function of the concentration of the sorbing chemical species itself, the

concentration of any competing species (usually major ions affect trace constituents

but not vice-versa), concentrations of any completing species present (e.g., Cl,

organics), pH of solution, the amount and type of adsorbent (e.g., clays, iron oxides,

aluminum oxides), and the amount of organic matter associated with the solid phase.

Figure VII-27 shows the effect of pH and organic matter on typical adsorption curves.

When obtaining values for a pollutant of interest, these and other factors should be as

similar as possible to the conditions in the problem being addressed. Selected Kd

values for metals have been included in Chapter 4. Available values for Al, Sb, As,

Ba, Be, B, Cd, Cr, Cu, F, Fe, Pb, Mn, Hg, Mo, Ni, Se, Na, S04, V, and Zn have been

compiled from the literature for a variety of conditions (Rai and Zachara, 1984). The

values are reported along with characteristics of the absorbent (i.e., type of

material, cation exchange capacity, and surface area), concentration of species of

interest, and solution characteristics (i.e., composition, molar concentration of

adsorbing species and pH).

For organic chemicals, the adsorption coefficients are usually referred to as

partition coefficients Kp. The partition coefficient can be calculated from the

octanol-water partition coefficient Kow (unitless) and estimates of the organic

fraction of sand and silt plus clay (see Section 2.3.2). The octanol-water partition

coefficient can also be calculated from volubility data using an empirical

relationship. Typical values for volubility and Kow are included in Tables II-5

through II-9 for the 129 priority pollutants. Additional data on pesticides including

EDB and DBCP are included in Zalkin et al . (1984) and Bowman and Saris (1983). Partition

coefficients and sorption in general are discussed in more detail in Section 2.3.2.

Calculate the retardation factor for anthracene in a silty-clay formation 

where the organic carbon content of the silty-clay is about 0.01.

From Table II-9, the octanol-water partition coefficient is found to be

28,000 (unitless). The organic carbon partition coefficient is first estimated

from Equation 11-18 as follows:

KOc = 0.63 Kow

= (0.63)(28,000)

= 17,640 ml/g
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FIGURE VII-27 HYPOTHETICAL ADSORPTION CURVES FOR A) CATIONS AND
B) ANIONS SHOWING EFFECT OF pH AND ORGANIC MATTER
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where the conversion coeffi

The partition coefficient,

follows:

r

cient 0.63 has units of ml/g.

K
P’

is calculated next using Equation 11-17 as

Kp = Koc 10.w)x:C + fx:J

where

mass of silt and clay
f =

mass of silt, clay and sand (Osf<l)

X:c = organic fracti

Xf
ox = organic fracti

on of sand (OSX~cSO.l)

on of silt-clay (OSX~cSO.l)

Substituting the above data yields the following expression:

K
P

= 17,640 [0.2(1-1)0 + 1(0.01)]

= 176 ml/g

Finally, the retardation factor is calculated as follows using Equation VII-55,

where the bulk density and porosity of this formation are 1.6 g/ml and 0.3

(unitless), respectively:

Rd. l+!ik
P

= ~ + (176ml/g)( 1.6 g/ml~
0.3

= 940

The relative amounts of anthracene in the dissolved and sorbed phases can be

estimated using a modified form of Equation II-22 as follows:

where c =

Ct =
s =

‘d =

total dissolved pollutant concentration

mass of sorbed pollutant per unit mass of soil

retardation factor
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hence,

c
— = &l = 0“001Ct

Thus, 0.1 percent of the anthracene is in the dissolved phase and the rest is

associated with the solid phase.

7.4.2.1.2 Effect of Sorption on Seepage Velocity and Travel Time

A solute subject to sorption will travel at the following average velocity:

*
v s = VS I Rd (VII-57)

where v ~ (cm/sec) is the velocity of the solute, vs (cm/sec) is the seepage velocity of

the ground water and Rd (unitless) is the retardation factor accounting for sorption.

Since the retardation factor Rd is equal to one for no sorption and is greater than one

with sorption, the solute velocity v: will always be less than or equal to that of the

seepage velocity.

Ground water travel timeAt was defined in Section 7.3.3.2 as

that it takes ground water to travel a specified distance. In the

subject to linear,

where At* (sec) is

water and Rd (unitl

equilibrium sorption, its travel time will be:

the travel time of the solute,

ess) is the retardation factor

At (sec)

accounti

the average time

case of a solute

(VII-58)

is the travel time of ground

ng for sorption. Hence, the

travel time of a solute will be greater than or equal to that of the ground water. (An

insignificant exception may exist for solutes like chloride, which because of anion

exclusion by negatively charged soils, may move slightly faster than the ground water

itself.)

7.4.2.2 Other Processes

Processes such as biodegradation and hydrolysis can be represented in some of the

analytical methods by first-order decay rates. The actual rate constant used should be

the sum of the individual first order decay rate for the specific pollutant.

Hydrolysis rates are given in Section 2.5.3 for organic chemicals. Biodegradation is

presented in Section 2.5.1. Biodegradation for some compounds may be more important in

ground waters than in surface waters due to the slow velocities, and hence long travel
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times, and the common occurrence of anoxic conditions. Figure VII-28 shows the

degradation of tetrachlorethylene and the resulting products of the series of

dehydrochlorination reactions which occur under anoxic conditions. Biodegradation

rates in ground water for selected organic chemicals are available from Wood et al

1981 and Wilson and McNabb, 1981.

.,

7.5 METHODS FOR PREDICTING THE FATE AND TRANSPORT OF CONVENTIONAL AND TOXIC POLLUTANTS

7.5.1 Introduction to Analytical Methods

In this section, five analytical models are presented which can be used to predict

the extent of contamination in ground water. A summary of these models is given in

Table VII-12. For each model, the types of contaminant sources, flow situations,

source release characteristics and spatial dimensions are briefly described. A

discussion of the assumptions and the mathematical expression for each model is given

in Figures VII-29 to VII-33. Finally, a more complete presentation of the derivation

and use of each model, plus one or more worked out examples or applications are given
in Sections 7.5.2 to 7.5.6. Each model has been programmed for solution on micro-

computers (Mills et al., 1985).

Obviously, there exist far more than five analytical models that describe ground

water contamination. These five were chosen because they represent many of the typical

ground water contamination problems for which solutions could be obtained with hand-

held calculators. A more comprehensive collection of one-dimensional analytical

transport models is given by van Genuchten and Alves (1982) and multiple-dimension

analytical models by Yeh (1981) but these are primarily suitable for solution with

large desk-top or main-frame computers. The models chosen in this section are

relatively simple to use, yet are powerful in their range of applications.

Analytical methods allow prediction of contaminant concentrations in the aquifer

at given times and locations as a result of an individual contaminant source. The

simplest methods are based on the theory of flow to a pumping well (see Section 7.5.2).

Most analytical methods, however, involve solving some form of the equation of flow in

porous media. The complexity of the solutions varies greatly, depending on the number

of dimensions included and the simplifying assumptions made. The equations range from

simple, one-dimensional advective-transport equations to those simulating contaminant

dispersion, diffusion, sorption and decay in two dimensions.

Analytical techniques are based on a number of simplifying assumptions. A key to

using and interpreting the results of these methods appropriately, therefore, is

understanding the assumptions which need to be made about the aquifer system and the

various hydrogeologic parameters. Common assumptions include steady and uniform ground

water flow in the saturated zone, aquifer isotropy (equal hydraulic conductivity in all

directions), and constant contaminant concentration or mass loading rate from the

contaminant source.

The reliability of the predictions generated depends on the inherent limitations
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FIGURE VII-28 DEHYDROCHLORINATION RATE OF TETRACHLOROETHYLENE
AND THE PRODUCTION RATE OF ITS DECHLORINATION
PRODUCTS (AFTER WOOD ET AL ., 1981)

of the equations used, the assumptions made, the data used, and the complexity of field

conditions. It is critical for the user to understand how reasonable the assumptions

of a particular technique are for the aquifer and site being examined. For example, a

technique assuming aquifer isotropy may not be well suited for predicting contaminant

transport through an aquifer with a well-developed fracture system. In addition,

mathematical constraints due to functions used in the algorithms sometimes limit the

usefulness of the analytical techniques, restricting them to relatively narrow ranges

of input values. Predictions for a number of times and locations in the aquifer can be

used to detect aberrant values stemming from those mathematical factors.

Solving the flow and transport equations of analytical methods requires a limited

amount of field data. Typically, these data needs include:

6 Contaminant concentration (or mass loading rate) at the source

l Effective porosity of the aquifer

o Aquifer thickness

@ Soil bulk density

o Ground water velocity

l Hydraulic conductivity

l Dispersion coefficients in longitudinal and transverse directions

o Distribution coefficient (Kd) or retardation factor (Rd)

l Solute decay rate constants, if appropriate.
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TABLE VII-12

SUMMARY OF SOLUTION METHODS

Spatial
Dimensions

Solution Contaminant Contaminant and Coordinate
Method Source Release System

Section 7.5.2
Figure VII-29

Section 7.5.3
Figure VII-30

Section 7.5.4
Figure VII-31

Section 7.5.5
Figure VII-32

Section 7.5.6
Figure VII-33

Migration of contaminant to
pumping well

Migration of contaminant from
injection well

Migration of contaminant from
surface to ground water table,
such as from: spills or
dumping, leaky ponds or tanks,
landfills, surface sites or
deposits

Migration of contaminant
in saturated zone, such as
from: leaky ponds or tanks,
spills, landfills

Migration of contaminant
in saturated zone, such as
from: leaky ponds or tanks,
spills, landfills, surface
sites or deposits

continuous
and constant

continuous
and constant

continuous or
intermittent
release with
a constant or
exponential
source strength

slug

continuous or
intermittent
release with
a constant
source
strength

1-D
radial

1 -D
radial

1-D
cartesian

2-D
cartesian

2-D
cartesian

Techniques specifically for wells also require well pumping or injection rate and

duration of the pumping/injection period.

Despite some limitations, the analytical techniques are extremely useful in the

assessment of aquifer contamination from point sources. Once the necessary input data

are collected, contaminant prediction can be performed quickly and easily. The

algorithms can be programmed on hand-held calculators or micro-computers. Once they

are programmed, contaminant predictions for a number of times and locations can be

generated quickly. In this way, maps of potential aquifer contamination can be

prepared. When numerical modeling of a site is being

calculations can indicate whether there is sufficient

justify a major modeling effort and, if so, where the

model should be concentrated.

considered, use of analytical

contamination potential to

data collection efforts for the

Given their ability to address many types of problems, their relative ease of

application and low cost, analytical techniques offer potential uses for a variety of
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Reference:

Objective:

Assumptions:

Equation:

where

and

c o
c

Q
t

H

.

.

.

.

=

P=
B =

KX,KZ =

CONTAMINANT TRANSFER TO DEEP WELLS
(SEE SECTION 7.5.2)

Phillips and Gelhar (1978)

Compute concentration as a function of time in a deep well drawing water
downward or upwards from a contaminated aquifer or layer.

c uniform, radial flow in saturated media
l no dispersion
l no adsorption or decay of contaminant
@ screened interval of well is short (screen-length/depth ratio less

than 1/5)
l screen interval is located considerably below or above the base of

the contaminant zone

:; (1 - ‘1’3)’2

3QtT=— ort=
()
T+

411H3pB

average concentration of the contaminated layer (mg/l)

concentration at well screen (mg/l)

pumping rate of well (m’/day)

time (day)

distance from contaminated layer to center of screen (m)

porosity (unitless)

anisotropy ratio = Kx/Kz (unitless)

saturated hydraulic conductivity in the horizontal and vertical

directions, respectively (m/day)

FIGURE VII-29 SUMMARY OF MODEL DESCRIBING CONTAMINANT TRANSFER
TO DEEP WELLS
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SOLUTE INJECTION WELLS: RADIAL FLOW
(SEE SECTION 7.5.3)

References: Hoopes and Harleman (1967), Tang and Babu (1979)

Objective: To determine contaminant concentrations for a given time and location from
a continuously discharging, fully penetrating injection well. Regional
flow is negligible compared to flow induced by injection well.

Assumptions: o uniform, radial flow in a confined aquifer
l contaminant enters the aquifer as a line source over the saturated

thickness of the aquifer at r = r.
l linear equilibrium adsorption of contaminant
l first-order decay of the contaminant
o concentration of contaminant at well is constant

c(r,t) = c
o %$&)e’p(*)

where

r .

to =

Ci=

A=

D* =

c =

QO =
b=

P =

‘d =
k =

(r2/2 - At/Rd)Rd (r~/2 - At/Rd)Rd
a

=&3 + ~)” ‘ ac (+r~ ‘D+)
radial distance from center of well (meters)

radius of well casing (meters)

time (days)

dispersivity of aquifer (meters)

Q/(2nbp)

molecular diffusion coefficient (m2/day)

contaminant concentration in the aquifer (mg/l)

contaminant concentration in the injection well (mg/l)

volumetric rate of injection by the well (m3/day)

saturated thickness of the aquifer (meters)

porosity of the aquifer (unitless)

retardation coefficient for linear adsorption (unitless)
total decay rate constant for the contaminant (1/day)

FIGURE VII-30 SUMMARY OF MODEL DESCRIBING RADIAL FLOW FROM AN
INJECTION WELL
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CONTAMINANT RELEASE ON THE SURFACE WITH 1-D VERTICAL, DOWNWARD TRANSPORT
(SEE SECTION 7.5.4)

Reference: van Genuchten and Alves (1982)

Objective: Compute solute concentration as a function of time and distance for a
continuous surface contaminant release with subsequent vertical,
downward transport.

Assumptions: l uniform, steady, vertical, downward flow
o first-order-decay and-linear, equilibrium adsorption of the

contaminant in the aquifer
o constant or first-order decay of the contaminant source at the land

surface
o one-dimensional transport in unsaturated or saturated media

co (X!. yt){e_2aberfc(- a~&)+c(x,t) = ~ exp 2D

<aberfc(afi+-$)]

where

a=J’=r b=$

co =
c .

v .

Ds =

x .

Rd =

k =

Y=

initial concentration of the contaminant source (mg/l)

concentration of the contaminant at a specified time and depth (mg/l)

seepage velocity, positive vertically downward (m/day)

dispersion coefficient in the vertical direction (mZ/day)

vertical distance, positive downwards (m)

retardation coefficient for linear adsorption (unitless)

total decay rate constant for the contaminant in the aquifer (1/day)

decay rate of the contaminant source at the land surface (1/day)

FIGURE VII-31 SUMMARY OF MODEL DESCRIBING ONE-DIMENSIONAL,
VERTICALLY DOWNWARD TRANSPORT OF A CONTAMINANT
RELEASED ON THE SURFACE
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Reference:

Objective:

Assumptions:

TWO-DIMENSIONAL HORIZONTAL FLOW WITH A SLUG SOURCE
(SEE SECTION 7.5.5)

Wilson and Miller (1978)

To determine contaminant concentration for a given time and location for
an instantaneous discharge from a fully penetrating line source.
Contaminant transport is dominated by regional flow.

l uniform, steady regional flow in the x direction
l contaminant enters the aquifer over the full saturated thickness of

the aquifer at x = O, y ‘O
l linear, equilibrium adsorption of the contaminant
o decay of the contaminant in the aquifer is first-order
o mass loading rate of contaminant is instantaneous

COQ’

i

(xRd-vxt)2 - (yRd)2
C(x,y,t) = exp -kt -

b4npt(DxDy~A 4DxtRd 4D tRyd)

where

b

P
t

D ,D
XY

vx
x >Y
k

‘d

= initial concentration of discharged contaminant (mg/l)

= volume of contaminant being discharged (m3)

= aquifer saturated thickness (m)

= porosity (unitless)

= time (days)

= dispersion coefficients (m2/day)

= seepage velocity of the regional flow (m/day)

= spatial coordinates (m)

= total decay rate constant for the contaminant (1/day)

= retardation coefficient for linear adsorption (unitless)

FIGURE VII-32 SUMMARY OF MODEL DESCRIBING TWO-DIMENSIONAL
HORIZONTAL FLOW WITH A SLUG SOURCE
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TWO-DIMENSIONAL HORIZONTAL FLOW WITH CONTINUOUS SOLUTE LINE SOURCES
(SEE SECTION 7.5.6)

Reference: Wilson and Miller (1978)

Objective: To determine contaminant concentration for a given time and location from
a continuously discharging, fully penetrating line source. Contaminant
transport is dominated by the regional flow.

Assumptions: o
l

l
o
e

uniform, steady regional flow in the x direction
contaminant enters the aquifer over the full saturated thickness of
the aquifer at x = 0, y =0
linear, equilibrium adsorption of the contaminant
decay of the contaminant in the aquifer is first-order
mass loading rate of contaminant is continuous and constant over the
time period of interest

C(x,y,t) = COQ ,2xP(~)bJ(@
4npb(DxDy)

where

w(”) = the leaky well function of Hantush

B = 2D.,Iv., (m)

u .

a=

Q .

t =

(xjy) =

DX, DY =

Vx =

P=
b=

k .

‘d =
co’

4ciD;t (unitless)

1 + 2BRdk/vx (unitless)

volumetric rate of discharge of the line source (m3/day)

time (days)

spatial coordinates (m)

dispersion coefficients (m*/day)

seepage velocity of the regional flow (m/day)

porosity of the aquifer (unitless)

saturated thickness of the aquifer (m)

total decay rate constant for the contaminant (1/day)

retardation coefficient for linear adsorption (unitless)

concentration of contaminant being discharged (mg/l)

FIGURE VII-33 SUMMARY OF MODEL DESCRIBING TWO-DIMENSIONAL
HORIZONTAL FLOW WITH CONTINUOUS SOLUTE LINE
SOURCES
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ground water management activities. Analytical techniques can be used to predict the

migration of plumes and to determine the extent of contaminant mixing in ground water.

Four specific questions can be addressed: (1) In what direction will a contaminant

plume travel and how will its shape change as it travels? (2) To what extent will

concentrations of contaminants be reduced as a result of dispersion, sorption and

decay? (3) How far will the plume migrate over time? (4) Where should wells to

monitor the plume’s movement be located?

Other applications of analytical methods include estimating “worst case”

concentrations at a site as a conservative estimate of a site’s hazard, guiding the

collection and analysis of field data to test hypotheses, checking the results of more

sophisticated numerical models, determining design requirements for pump tests and

tracer studies, and designing and evaluating the effectiveness of plume control

options. Because analytical techniques are relatively quick and inexpensive to apply,

they are useful in many phases of ground water activities--facility siting and

permitting, site inspection and enforcement, monitoring, estimating the extent and

significance of known contamination, and evaluating plume management options. A

reliable “worst case” evaluation of a known ground water contamination problem may show

that the site poses little near-term risk to the public and that a low-level monitoring

program is an appropriate management strategy. Alternatively, an evaluation may

indicate significant health or environmental risks, in which case intensive monitoring

and/or use of a sophisticated numerical model may be warranted.

An overall summary of analytical methods is given below:

l Provide quantitative estimates of potential contamination at a specific
location and time

l Require limited field data

* Predictions can be made quickly using hand calculators

o Require simplifying assumptions

o Cannot handle complex field conditions.

In the remaining portion of Section 7.5, the five analytical models are presented along

with worked out examples of their use.

7.5.2 Contaminant Transport to Deep Wells

Many regions of the country obtain their freshwater supply from deep well systems.

However, many of these deep wells are now in jeopardy because of the contamination of

shallow ground water aquifers from cesspools, septic tanks and overuse of crop and lawn

fertilizers. Subsurface sanitary disposal systems discharge wastewaters high in

nitrogen and bacteria to the unsaturated zone. Nitrogen and pesticides from

fertilizers and herbicides may migrate to the saturated zone where water-supply wells

may intercept them. Our objective is to predict the increase in contaminant

concentration at a water supply well and to determine how long it would take for a
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specified concentration to be reached. Phillips and Gelhar (1978) presented an

equation for solving these types of problems. The Phillips and Gelhar equation is

appropriate when the well is either far below the existing contaminant zone or far

above the contaminant zone. One other restriction is that the length of the well

screen must be less than about one-fifth of the well depth. The flow to the well can

then be represented as three-dimensional radial flow as shown in Figure VII-34.

For the example shown in the figure, there is an unbounded radial flow system with

a contamination zone initially a distance H above the center of the well screen. The

equation to represent the movement of the contamination zone is based on fluid

displacement in a homogeneous anisotropic porous medium. The effects of dispersion are

not included in Phillips and Gelhar’s equation. However, Hoopes and Harleman (1965)

have shown that dispersion is a secondary effect in such local flow systems.

The analytic solution for the contaminant concentration at the well screen as a

function of time is given by:

or

c(t) = (co(l - T-1’3))/2

where

T= 3Qt

411H3PB

t_41TH3BT
-+3

(VII-59)

(VII-60)

(VII-61)

and where

c(t) = concentration at the well (mg/l)

C = average concentration of the contaminated zone (mg/l)

QO = constant pumping rate of the well (m3/day)

t = time (day)

T = dimensionless time (unitless)

H = distance from the contaminated zone to the center of the screened

interval of the well (m)

P = effective porosity of the saturated portion of the aquifer (unitless-

decimal fraction)

B = anisotropy ratio of the aquifer = Kx/Kz (unitless)

KX,KZ = saturated hydraulic conductivity in the horizontal and vertical

directions, respectively (m/day)
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FIGURE VII-34 SCHEMATIC OF FLOW TO A WELL BENEATH A CONTAMINATED
ZONE

Equation VII-59 has been solved for various values of T. The results are shown in

Figure VII-35. Equation VII-60 and VII-61 can be solved to answer several questions:

l When will shallow contaminated ground water reach a deep pumping well?

c When will the percentage of the contaminant concentration in the well
exceed a given. value, say 20 percent?

l What is the effect of changing the pumping rate?
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The nitrate concentration in a town’s ground water has been increasing for

the last several years. The following information is available. A

schematic of the problem is shown in Figure VII-36.

The aquifer is unconfined with fine to medium grained quartz sand deposited

originally as sand dunes. The storage coefficient is about 0.2 and the ratio

of the horizontal to the vertical hydraulic conductivity is 10. This anisotropy

is caused by localized cementation and horizontal bedding in the dunes. The

municipal well is pumping 3000 m3/day. The lower tip of the municipal well

screen is located 50 meters below the surface of the land. The well is screened

over 4 meters. Analysis of the water samples showed that the municipal well had

a nitrate-nitrogen concentration of 7.2 mg/l on January 1, 1984. A series of

shallow monitoring wells indicated that the upper part of the aquifer has an

average concentration of 26 mg/l of nitrate-nitrogen and that the zone of

contamination extends down to 20 meters below the surface of the land.

The city council wants to know when the nitrate-nitrogen concentration in

the community well will equal or exceed 10 mg/l (the primary drinking water

standard).

The steps required to answer this question are given below:

1. Determine the current dimensionless time, To, where c/c. =

(1 - To‘1’3)/2 = 7.2/26 = 0.28

From Figure VII-35 we find that To = 11.7.

2. Determine the dimensionless time when the well concentration equals 10

mg/l:

‘1’3)/2= 10./26 = 0.38Clco = (1 -Tlo

From Figure VII-35 we find that Tlo = 72.3.

3. Real time is related to dimensionless time by Equation VII-61:

Hence, the estimated time

reach 10 mg/l is given by

tlo-to = (TIO-TO)  *

when the concentration at the pumping well will

the ‘ifference between ‘lo and ‘o:

-394-



FIGURE V11-36 SCHEMATIC OF EXAMPLE PROBLEM FOR t-LOW
TO WELL FROM A SHALLOW CONTAMINATED
ZONE

4. Calculate H and then substi

equation. Note that H and

note that H is measured as

tute H, p, B, Q, To and TIO into the above

Q must be expressed in the same units. Also

the distance between the center of the well

screen and the bottom of the contamination zone. In this example, H

= (50-20-4/2) = 28 meters. The data can now be tabulated as follows:

H = 28 meters p= 0.2

B=1O Q = 3000m3/day

Substituting the above data into the expression for tlo-to, results in

the following:

(t~o-to)
= (72.3-11 .7)(4w(28)3(0.2 )(10))

= 3715 days = 10.2 years

Hence, the concentration of nitrate-nitrogen is expected to reach 10 mg/l in

the municipal well in about ten years.
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7.5.3 Solute Injection Wells: Radial FlOW

Because of the interest in underground injection, the following analyses will be
presented to show how injection wells can be modeled analytically. With the model

given below, the concentration of solute from an injection well can be predicted as a

function of time and space. This information can then be used to estimate the impact

of an injection well on the ground water quality. A schematic view of a typical

injection well is given in Figure VII-37.

Both shallow and deep wells have been used for injection of waste into subsurface

strata. Storm water, spent cooling water, and sewage effluent have been injected
through relatively shallow wells. Sometimes these wells are completed in the
unsaturated zone; however, they often penetrate the saturated zone and thus

contaminants are discharged directly into the ground water. In addition, large volumes
of brine produced by chemical industries, geothermal energy production, and other
sources have been injected through deep wells into saline-water aquifers. Acids, spent
solvents, and plating solutions containing heavy metals have also been injected.

The following assumptions will be made concerning the injection well system to

permit the analytical solution given below to be used. A solute with a constant

concentration co will be discharged at a constant rate Q into a homogeneous, non-leaky,

isotropic aquifer. The aquifer is assumed to be confined by two parallel, impermeable

formations and spaced a distance “b” apart. The injection well is screened over the

entire thickness of the confined aquifer. The density and viscosity of the injected

solute are the same as those of the native water in the aquifer. There is negligible

regional flow in the aquifer and the flow field near the well is dominated by the waste

being discharged. A schematic view of the problem is given in Figure VII-37.

The seepage velocity, vs, at any specified radius from the well can be computed

from the continuity equation:

Q = 2rrbvsp (VII-62)
.

where Q is the volumetric rate of injection by the well (m3/day), r is the radius to a

point in the aquifer measured from the center of the well (m), b is the saturated

thickness of the aquifer (m), p is the porosity of the aquifer (decimal percent,

unitless), and vs is the radial, seepage velocity of the fluid from the well (m/day).

The seepage velocity can thus be expressed as:

v = $ with A = Q/(2nbp) (VII-63)s
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FIGURE VII-37 SCHEMATIC VIEW OF A WELL INJECTING SOLUTE
INTO A CONFINED AQUIFER

The governing equation describing the spatial and temporal distribution of a

dissolved substance introduced into the saturated zone is:

(VII-64)

where c is the solute concentration (mg/l), Dr is the radial dispersion coefficient

(mZ/day), k is the first-order decay rate of the substance (per day), and Rd is the

retardation coefficient for linear, equilibrium adsorption (unitless). The initial

concentration in the aquifer is assumed to be zero, the concentration c = co is assumed

to be held constant at the well.

If the dispersion coefficient is assumed to vary as a function of the radial

seepage velocity, then:

Dr = avs + D* (VII-65)

wherea is the dispersivity coefficient (m) and D* is the molecular diffusion

coefficient (mZ/day).

The general solution to Equation VII-64 can be found by the Laplace transform

method to give:
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C(P,T) = Co C?XP [?)- k’j~-’{f(,l (VII-66)

O
-1 ;where L is the inverse Laplace transform operator and f(s) is the Laplace solution

to Equation VII-64:

Ai[(Rds) 1
‘2/3(RdPS+ 1/4)

f(s) =+

[
(s-k ) Ai (RdS)

1
-2/3( RdpoS + 1/4)

(VII-67)

where s is the transformed variable of time; Ai[:] is the Airy function; k* is the

dimensionless decay rate, where k*= kAa2; Tis the dimensionless time, T= t/(Aa2);p

is the dimensionless radial distance from the center of the well, P= r/a; and P. is

the dimensionless radius of the well casing, P. = ro/a.

Equation VII-66 has been solved analytically by Tang and Babu (1979) but their

solution involves integrating four different types of Bessel functions of fractional

order (order 1/3) over three different integrals. Alternatively, one can numerically

compute the Laplace inverse of Equation VII-66 by the Stehfest algorithm (Moench and

Ogata, 1981). However, if one uses Equation VII-67 in the numerical inversion, a great

deal of care must be used in computing the Airy functions to avoid numerical roundoff

problems in the solution.

Because of the difficulties in obtaining numerical values from Equation VII-66,

several authors have suggested approximate solutions. The method of Raimondi et al..—
(1959) assumes that at some distance from the source, the influence of dispersion and

diffusion on the concentration distribution are small in comparison to the total

dispersion that has taken place up to that point. Thus the spatial gradient on the

right-hand side of Equation VII-64 is ignored and is substituted by the temporal

gradient:

D r a2c.—
V52 at2 (VII-68)

The solution to this approximation was originally given by Tang and Babu (1979).

Their solution has been modified to allow for retardation and is shown below:

(VII-69)

where erfc(:) is the complimentary error function (see Appendix J) and
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(VII-70)

(VII-71)

When the radius of the well casing, ro, is negligible, then erfc(ao) is set equal to 2

and Equation VII-69 reduces to:

c
c = # erfc(a) exp

(-:d(r’-rg))
(VII-72)

Equation VII-72 is the same as Hoopes and Harleman (1967) when k = O (i.e., the

exponential term drops out). Equation VII-69 and VII-72 satisfy the boundary

conditions c = co at r = r. and c = O at distances far from the well but they do not

satisfy the initial condition c = O at t = O near the well. Equations VII-69 and VII-

72 predict a finite amount of mass in the media at t = O. However, Equations VII-69

and VII-72 are approximately true away from the immediate vicinity of the source.

Hoopes and Harleman (1965) carried out an extensive series of laboratory investigations

in a sand-filled box and concluded that Equations VII-69 and VII-72 are a good

approximation of dispersion in radially diverging flow for distances larger than

20 particle diameters from the well.

A table of the complimentary error function is given in Table J-1 of Appendix J.

A local electronic component factory, called “The Chip Works”, was recently

constructed in town. It produces electronic circuit boards and micro chips. As

part of the manufacturing process , various acids are used to etch and plate the

electronic circuits. These acids leach various heavy metals, including cadmium

from the metal components and hence must be disposed of. Because of the high

toxicity of the plating waste, the local sewer authority will not allow The Chip

Works to discharge its waste into the domestic sewer line without pretreatment.

After much negotiation, it was finally decided to inject the plating waste

directly into a deep aquifer. The following analyses were done to determine if

solute injection into the aquifer would allow the drinking water standards to be

met in the aquifer without pretreating the plating waste.
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The sandstone aquifer is about 30 meters thick. It is confined above and

below by impermeable shale. The aquifer lies about 300 meters below the surface

of the ground. The velocity in the aquifer is negligible. The plating waste is

to be injected at a volumetric rate of 550 m3/day through a well screened over

the entire depth of the aquifer. The casing radius is 0.1 meters. The plating

waste contains an average concentration of 50 pg/l of cadmium and has a pH of

about 5.5. The dispersivity of the sandstone is about 50 meters, the effective

mz/day. The cadmium concentration is below volubility limits. To be

conservative, adsorption is assumed to be negligible, thus the retardation

is set equal to 1 (see Equation VII-55 of Section 7.4.2.1.1).

The injection well is located in the center of the property of The Chip

porosity about 0.2 and the molecular diffusion coefficient about 8.7 x 10-3n

factor

Works and the nearest property boundary is 450 meters away. The local pollution

agency has specified that the cadmium concentration in the aquifer never exceed

10 pg/l at the property boundary. It is known that the background concentration

of cadmium is negligible. A series of monitoring wells have been installed at

a
D*

Q

the property boundary to verify compliance. Will the standard be exceeded and if

so,  when? A schematic of the above problem is given in Figure VII-38.

to know when the cadmium concentration will equal or exceed 10 pg/l.

be summarized as follows:

= 0.1 m

= 450 m

=50m

= 8.7 X 10‘5 m21day

= 550 m3/day

The only missing variable is

casing radius r. is negligible in

Rd=l

k = O/day

b =30m

P = 0.2

co = 50 pgll

time, t, which can be estimated. The well

comparison to the distance of interest, r, and
timet is not extremely short (i.e, less than 0.001 days), so Equation VII-72 can

be used (i. e., erfc(ao) = 2). This expression is first solved for “a”:

erfc(a) = 2c/co = (2)(10)/50

Interpolating the complimentary error

can see that the above corresponds to

= 0.4

function in Table J-1 of Appendix J, one

a value of a = 0.59. From Equation VII-71,

one can solve for time as a function of “a”:

2 r4 ‘/2
t=Rd~-; (:ar3 + D*T) (VII-73)
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FIGURE VI 1-38 SCHEMATIC OF THE EXAMPLE PROBLEM SHOWING RADIAL
FLOW OF PLATING WASTE FROM AN INJECTION WELL
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here

A= Q/(2mbp) (VII-74)

Upon substitution of the data into Equations VII-73 and VII-74, we can solve for

time, t. Thus:

‘= 2%;(0.2) = 14”6m2’day

t= w - i-k%-l(:(’O)  (450)3 + ‘8”7X10-’)%%-T

= 3780 days or about 10 years

Hence, the cadmium concentration will equal

about 10 years of continuous injection. It

pretreatment of the waste will be necessary

10pg/1 at the monitoring well after

appears from the calculations that

prior to disposal.

This example problem considers another metal, zinc, which is present in

smaller quantities in this waste. Zinc is weakly adsorbed at a pH of 6.0. The

adsorption coefficient Kd for zinc is about 2 ml/g at a pH of 6.0. The bulk

density, Pb, of sandstone is 2.3 g/ml. Hence, the retardation factor for linear

equilibrium adsorption can be calculated using Equation VII-55.

Calculate the concentration of zinc at the property boundary after 3780

days. Assume the waste has been pretreated to a pH of 6.0. The data can now be

summarized as follows:

r = 0.1 mo ~b = 2.3 g/ml
r = 450 m P = 0.2
a = 50 m Q = 550 m3/day

D* = 8.7 X 10‘5 m2/day b = 3 0 m

Kd = 2 ml/g c = 5 mg/l

k O= to = 3780 days

Step 1. Calculate the retardation coefficient using Equation VII-55:

~d=l+KdPb
–=1+W=24P

-402-



Step 2. Calculate A using Equation VII-74:

Q 550
A=—=2nbp 21r(30) (0.2) = 14”6

Step 3. Calculate “a” using Equation VII-71:

a.( (;fij}f .~~2-(’4”;J70)) (24) ,,2. ~o,
‘2

4

)

4(50)(450)3 + (8.7x10-5) (450)4
3a~3+T 3 (14.6)

Step 4. Calculate erfc(a) (see Table J-1 of Appendix J):

erfc(a) = erfc(30.5) = O

Step 5. Calculate c:

c => erfc(a) = (5)(0) = () @,-
2

Hence, the zinc concentration will be zero at the property boundary after 10

years.. The difference between the behavior of cadmium and zinc is due to

sorption. Without sorption, cadmium moves with the same velocity as does the

injected water (i.e., the seepage velocity vs). With adsorption, zinc moves 24

times slower than the injected water.

7.5.4 Contaminant Release on the Surface with 1-D Vertical Downward Transport

A surface release of a contaminant can be treated in many instances as a one-

dimensional flow problem with the contaminant moving vertically downward through the

soil as shown in Figure VII-39. This case can be greatly simplified by considering the

velocity, moisture content, retardation and dispersion coefficient as constant over a

given depth. If the soil has several distinct layers, calculations can be performed

for each layer separately. Flow can occur through either saturated or unsaturated

soil, as long as the moisture content is assumed to be a constant throughout the soil.

To understand how the analytical method may be used, the governing equation should

be briefly reviewed. The equation describing one-dimensional advective transport with

dispersion, adsorption and first-order decay is as follows:

Rd~=D~- “~-kcR

8X2 s ax d
(VII-75)
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FIGURE VI I-39 SCHEMATIC SHOWING EQUATION FOR 1-D VERTICAL
TRANSPORT FROM A SURFACE WASTE SOURCE
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where

t =

x =

D =

‘d =

k .

The terms

concentration of contaminant in the

seepage velocity, positive downward

interstices of the soil) (m/day)

soil solution (mg/l)

(velocity of fluid flow through

time (days)

distance down the soil

dispersion coefficient

/day)

retardation factor for

(positive downward) (m)

of the contaminant in solution in the soil (mz

linear, equilibrium adsorption (unitless)

first-order decay constant of the contaminant in the aquifer (per day)

in Equation VII-75 from left to right represent the time rate of change

in the concentration of the contaminant, transport due to dispersion, transport due to

advection, and last, a term accounting for adsorption by the soil matrix and chemical

reaction (Figure VII-39).

As presented in Equation VII-75, the first-order decay rate, k, assumes that

solute in its liquid and solid phases decays at the same rate (i.e., k = Kliquid =

k ~olid). The liquid phase refers to solute in the aqueous phase and the solid phase

refers to solute that has been adsorbed. If the liquid and solid phase decay rates

are not the same, the following substitution needs to be made:

k solid bKd

k= ‘liquid + 6 (VII-76)
‘d

where Kd is the distribution coefficient (unitless) for linear, equilibrium sorption,

Pb is the soil bulk density (g/ml) and @is the volumetric moisture content (unitless

fraction).

The initial concentration of the contaminant is assumed to be zero in the soil

solution:

C(x,t) = o for x20 and t = O

At the upper boundary, x = O, the concentration of the contaminant (source) is

either held constant or allowed to decrease exponentially with a rate constant Y (for a

source concentration which does not change with time, sety=O):

-Y tc(x,t) = coe forx=O and t > 0

At large distances from the upper boundary, both the concentration and the

gradient of the concentration become negligible:

c,+’ O when x is very large and t > 0
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Equation VII-75 can be solved with the above initial and boundary conditions by

either the integral transform or Laplace transform techniques. A solution is given by
van Genuchten and Alves (1982) as:

co ~- ‘){(2ab erfc(-a~+~)+
c(x,t) = ~ e e

e2aberfc(afi+  &)}

erfc(:) = the complimentary error function (Appendix J).

(VII-77)

A farmhand has just finished spraying a field of potatoes with the

insecticide endrin. He then returns the spray rig back to a livestock water well

where he washes out the spray tank. After carefully hosing out the inside of the

spray tank with fresh water, he opens the tank valve and allows the rinse water

to run out on top of the ground. A total of about 0.5 m3 of rinse water

contaminated with endrin drains and forms a pool about 10 m2 in area. This pool

takes about four hours to seep into the ground. Upon draining the spray tank,

the farmhand drives back to the ranch.

When the farmhand tells the boss of his activities, the boss becomes

furious. Apparently, the well used to clean out the spray tank is also used to

water the milk cows. If endrin contaminates the well and then the cows, the cows

may have to be destroyed. The boss, his son, and the farmhand quickly drive out

to the well site. The son has recently completed a course in contaminant

transport and wants to try out some of his new knowledge. Along the way, the son

explains to his father he thinks a one-dimensional model of contaminant transport

with a constant surface concentration would be sufficient to model the spill.

The analytical method would predict the contaminant concentration for any depth

and time. To use the method, the following parameters would have to be

calculated: vertical pore-water velocity, dispersion coefficient and retardation

factor for linear, equilibrium adsorption. Upon arriving at the well site, the

following information is estimated from well data and their experience in farming

the area. A schematic of the example problem is shown in Figure VII-40. Data
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FIGURE VII-40 SCHEMATIC OF EXAMPLE 1-D PROBLEM

are listed below:

Soil type: silty sand with gravel

Soil fraction silt and clay

Percent organic carbon in sand

Percent organic carbon in silt and clay

Soil bulk density

Volumetric moisture content

Dispersivity coefficient

Saturated hydraulic conductivity

Depth to water table
Decay rate in the soil

Decay rate of the source

Time since start of spill

Contaminant

Partition coefficient

f = 0.1

X;c =0

X:c = 0.10

‘b = 1.8 g/ml

!9 = 0.15
a = 0.22 meter
K = 0.5 m/daysat
x = 2 meters

k = O/day

Y = O/day

t = 1 day

endrin
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for endrin in octanol-water K =4X105Ow
Surface concentration (rinse water) c = 200 ppbo

To calculate the retardation factor Rd for linear, equilibrium adsorption,

one must first calculate the partition coefficient Kp

11-18:

using Equation 11-17 and

K = Koc(0.2(1-f)X;c + fX~c)

K;c = 0.63 Kow

KOc = (0.63)(4 x 105) = 2.5 x 105 ml/g
c

K p = 2.5 X 10 Q(0.2(1-0.1) (0) + (0.1)(0.1)) =

Therefore.

‘d
= I + (1.g~~;sool = 30001

One next needs to compu~e the vertical Darcy velocity

seepage velocity. For the case of a large spill into

following procedure can be used to estimate the Darcy

2500 ml/g

and then the vertical

unsaturated medium, the

velocity:

volume of spill
‘d = (area of spill) (t”lme to completely  drain) (m/day) (VII-78)

Substitute the above data into Equations VII-35 and VII-78 to get:

‘d=&= 0“3m’day

v 0.3
s =—=2m/day0.15

To calculate the dispersion coefficient, dispersion is assumed to be a

linear function of the seepage velocity and molecular diffusion is

considered to be negligible (Equation VII-47). Thus:

D = avs (m2/day)

wherea is the dispersivity coefficient (meters).

Substituting the data yields:

D = (0.22)(2) = .44~2/day

The concentration of endrin as a function of time and depth can be

calculated from Equation VII-77. Upon rearranging terms, Equation VII-77

becomes:

~ e-Yt ~
C(x,t) = +

(
e 1 erfc(A2) + e‘3

)
erfc(A4) (VII-79)
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where

= Xvs
‘1 ~ -2ab (VII-80)

A2 =
“K+ $-

(VII-81)

A3=~+2ab (VII-82)

(VII-83)

and where a and b are as defined previously in Equation VII-77.

For this problem, the concentration of endrin at the water table (i.e., x =

2 meters) is needed for a time period of one day since the spill started (i.e., t

= 1 day). The data needed for this problem are summarized below:

D = 0.44m 2/day co = 200 ppb

v = 2 m/days ‘d = 30001

x = 2 m k = O/day

t = 1 day Y = O/day

Substitute all of the data into Equation VII-79 to get:

(

22

30001)(4) (0 )

!4
a = ()-()+

.44)
= 0.009

b =+
()
30001 %
0.44 = 261

Al = &l - (2)(0.()()9)(261)  = . 0015
.

A2 = - 0.009ti+~ = 261
n

A3= *, + (2)(0.009)(261)  . 9.2
.

‘4 =
0.009<+=

fi
= 260

Hence,
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but

C(2,1)
(

= ~eO(l) ~-0.15erfc(261)  + ~9.2
2 erfc(261)

)

erfc(261)  = O

Thus

C(2,1) = O ppb

The model predicted concentration of endrin two meters down and one day

after the s pill is essentially zero. Why? Because of the extremely high
retardation due to adsorption of endrin onto the soil particles.

7.5.5 Two-Dimensional Horizontal Flow With A Slug Source

The previous three analytical models only considered one-dimensional flow.

Methods for two-dimensional flow will now be introduced. The first 2-D model that will

be considered calculates the concentration of a contaminant downgradient of the source.

The waste is considered to have been instantaneously discharged at a point. The

resultant concentration in the aquifer is assumed to be uniform with depth at the point

of discharge. The depth of mixing can be less than the full depth of the aquifer if

the contaminant is thought to be only in a particular part of an aquifer. Vertical

dispersion is usually small as discussed earlier in Section 7.4.1 on dispersion.

Hence, only horizontal variations can be considered. Such an instantaneous discharge

is also called a slug source and can be caused by leaky ponds or tanks or by spills.

Instantaneous means that the duration of the discharge is very short compared to the

time since the discharge. An analytical solution will be given below to model this

problem. The solution can be used to answer the following questions:

@ What is the maximum concentration of contaminants likely to be at a

downgradient well?

@ When does the concentration of contaminants at a downgradient well exceed

a particular value or become negligible?

@ At what distance will the concentration of contaminants remain at

negligible concentrations?

e What is the approximate areal extent of the contaminant plume?

Before the analytical model can be given, several additional assumptions need to

be stated. These are as follows. The saturated thickness of the aquifer is assumed to

be uniform and the hydraulic properties of the aquifer are relatively homogeneous. The

density and viscosity of the injected solute are the same as those of the native water

in the aquifer. The regional flow in the aquifer is uniform and horizontal. The

effect of the source on the seepage velocity is assumed to be negligible compared to

the uniform regional flow rate.
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The mass transport equation governing advection, dispersion, first-order decay and 

linear, equilibrium adsorption in two dimensions in the aquifer for the above case is:

(VII-84)

The last term on the right side of Equation VII-84 represents the instantaneous

discharge of mass at location x=O, y=O. The 6-(:) represents a Dirac delta function

and m’ is the strength of the discharge, where m’ = coQ’/b (i.e., the mass of

contaminants injected divided by the thickness of the aquifer). A schematic of the

problem is shown in Figure VII-41.

As presented in Equation VII-84, the first-order decay rate, k, assumes that

solute in the liquid and solid phases decays at the same rate (i.e., k = k
liquid =

k solid). The liquid phase refers to solute in solution and the solid phase refers to

solute that has been adsorbed. If the liquid and solid phase decay rates are not the

same, the k value is corrected using Equation VII-76.

The solution to the equation shown in Equation VII-84, with a zero initial

condition and zero gradient at large distances, can be found by means of the integral

transform or Laplace transform techniques:

COQ’ (xRd-vxt)2 (~d)2
C(x,y,t) = ~expkt-4DtR - 4D tR

)

(VII-85)
b4rrpt(DxDy)2 xd yd

where

C =

Q: =
b=

P .

t=

D,D=
XY
v=x
XSY =

k =

‘d =
Equation VII-85

initial concentration

volume of contaminant

of contaminant being discharged (mg/l)

being discharged (m3)

saturated thickness of aquifer (m)

effective porosity (decimal percent, unitless)

time (days)

dispersion coefficients in x and y directions, respectively (m*/day)

seepage velocity of the regional flow in the x direction (m/day)

location of point of interest (m), where the source is located at x=O,
y.()

first-order decay constant of the contaminant in the aquifer (per day)

retardation coefficient for linear, equilibrium adsorption (unitless)

is similar to the solution presented by Wilson and Miller (1978) but

linear, equilibrium adsorption has been added.

The maximum concentration at any specified location occurs at time tmax. This

time is computed as:
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FIGURE VII-41 SCHEMATIC SHOWING A SLUG DISCHARGE OF WASTE
INTO A REGIONAL FLOW FIELD

t=max (
- B + (B2-

)
4AC)% /(2A) (VII-86)

where

A= (k4DxDyRd+  V:DY) (VII-87)

B = (4DxDyRd) (VII-88)

(VII-88a)c = - (X2R;DY + Y2R:DX)

Hence, to calculate the maximum concentration that will occur at a point (x,Y),

substitute tmax for t in Equatio~ VII-85.

Consider the problem of an accidental spill inside a chemical warehouse in

which a storage drum of chloromethane (methyl chloride) leaks into an industrial

sewer. The industrial sewer discharges into an injection well that is screened

About 0.1 m3 ofover the entire saturated thickness of the sandstone aquifer.
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chloromethane enters the aquifer at a concentration of 1600 mg/l. The sandstone

aquifer has the following properties:

Soil fraction silt and clay f = O.O1

Percent organic carbon in the sand fraction X~c = 0.01

Percent organic carbon in the silt and

clay fraction ~f
Oc = 0.05

Soil bulk density ~b = 2.5 g/ml

Effective porosity P = 0.12

Saturated thickness b =15m

Dispersion coefficient Dx = 4 m2/day

D = 1 m2/day

Seepage velocity:
Y

v = 0.3 mlday
In addition, chloromethane has the following adsorption an: degradation

properties:

Octanol-water partition coefficient K = 8 (unitless)Ow
Hydrolysis rate (at a pH of 7)

‘H = 0.0021 per day

At a distance of 35 meters downgradient of the injection well is a domestic

supply well. What is the maximum concentration of chloromethane expected to

reach the domestic well and when will the maximum concentration occur?

To answer these questions, several parameters have to be computed.

Chloromethane undergoes both adsorption and degradation in the aquifer.

Adsorption is related to the soil properties as described by Equation 11-17 and

11-18.

Upon substitution of the data into Equations 11-17 and 11-18, one obtains

the adsorption coefficient Kd as shown below:

KOc = 0.63(8) = 5 ml/g

Kd = (5)(0.2(1-0.01)(0.01) + (0.01)(0.05)) = 0.012 ml/g

If we assume adsorption can be described by a linear, equilibrium model,

then the retardation coefficient for chloromethane can be computed using Equation

VII-55 as shown below:

Rd = 1 + PbKd/P

Rd = 1 + (2.5)(0.012)/(0.12)  = 1.25 (Unitless)

In addition to adsorption, chloromethane in the aqueous phase is subject to

hydrolysis. Adsorbed chloromethane does not undergo hydrolysis. The relation

between the general degradation rate and the liquid/adsorbed phase rates is given
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by Equation VII-76. Thus for this problem, kliquid would equal the hydrolysis

rate and ksolid would be zero. Upon substitution of the data into Equation VII-

7 6 :

0.0021 + (0)(2.5)(0.012)

k = 0.12) = 0.0017 per day
(1.25)

All of the soil and chemical properties can now be given for the problem as

follows:

x = 35 m co = 1600 mg/1

Y =Om Q’ =0.1m3

b=15m v = 0.3m/dayx
P = 0.12

‘d = 1.25 Dx = 4 m2/day

k = 0.0017 per day Dy = 1 m2/day

The time at which the maximum concentration occurs can now be computed upon

substitution of the above data into Equation VII-86 to VII-89:

A = (k4DxDyRd + V:DY) = (0.0017)4(4)(1)(1.25)  + (0.3)2(1)  = 0.124

B = (4DxDyRd)  = 4(4)(1)(1.25)  = 20

C = -(X2DY + y2Dx)R~ = - (35)2(1)  + (0)2(4) (1.25)2 = -1914

t = (- B + (B2- 4AC)%)/2A)
max

=
(( ))
-20 + (20)2- 4(.124)(-1914) % /(2(.124))  = 67.5 days

Hence, the maximum concentration will occur at the domestic well 68 days

after the spill. The value of the maximum concentration is computed by

substituting tmax and the other data into Equation VII-81:

COQ ‘

(

(x$j-vxtmax]2- (fid)2

cm ax ~ exp -ktmax- 4 R
)

(VII-89)
‘xtmax d 4DytmaxRd= b4nptmax(DxDy)

c
(1600)(0.1)

(
-(0.0017)(67.5)

‘ax = (15)4~(0.12)  (67.5) ((4)(1))L ‘Xp
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((35)(1.25)-( 0.3) (67.5))2 - ( ()(
2

4(4)(67.5)(1.25) 4(1)~67.:jt;.25)‘))

= (0.0524 )exp(-O.524)  = 0.031 mg/1

Hence, the maximum concentration of chloromethane that will reach the

domestic well is 0.031 mg/l or 31 pg/1. This concentration will occur at the

domestic well 68 days after the spill.

Consider a large electric power company that has a coal-burning plant that

produces electricity. Its fly ash is deposited as a slurry waste into a large

lagoon where the ash is allowed to settle. The lagoon site is above a 2 meter

thick water table aquifer that consists of glacial outwash. A layer of

impermeable clay lines the bottom of the lagoon. A large river flows nearby.

Next to the lagoon, the electric company has been preparing the ground for

another lagoon when a bulldozer accidentally breaches the berm surrounding the

lagoon. Very quickly, about 40 m3 of supernatant spill out and form a pool on

top of the ground. The supernatant percolates into the ground after a short

time. The greatest concern to the company is the level of boron in the spill

water, which had a concentration of about 10 mg/l. They want to know what the

maximum concentration of boron will be where the aquifer discharges to the river

and when this will occur. The downgradient distance between the spill site and

the river is 50 meters.

Since the area of the spill site is very small compared to the area over

which the contaminant will travel and since the duration of the spill was short,

a slug source model is selected. This model assumes complete vertical mixing of

the source in the aquifer. This seems reasonable considering the relative

thinness of the glacial outwash aquifer.

After an investigation of the problem, the following information is

obtained:

X = 50 m C = 10 mg/l

Y = O m Q?. 40m3

b = 2 m v = 2 m/dayx
P = .15

Rd = 17 Dx = 15 m3/day

k = O/day Dy = 5 m31day
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Step 1. The time at which the maximum concentration of boron will reach the

river, tMax can now be computed by substituting the above data into

Equation VII-86 to VII-89:

A = (k4DxDyRd + V;DY) = (0)(4)(15)(17)  + (2)2(5) = 20

B = (4DxDyR~)  = (4)(15)(5)(17)  = 5100

c = -(x2DY + y2Dx)R; = -
( )
(50)2(5)  + (0)2(15)  (17)2 = -3.61x106

tmax = (-B + (B2-4AC)%)/ (2A)

= (-5100+ ((5100)2-4(20)(-3.6x106)~)/(2(20)  ) = 316 days.

Hence, it will take about 320 days for the maximum concentration of boron to

reach the river.

Step 2. The value of the maximum concentration of boron that will reach the

river is computed by substituting the above data into Equation VII-85:

COQ ‘
c =
max b4vptmax(DxDy)%

where

exp(g)

.

!J =
(
-ktmax -

9
(

= -(0)(316’

(wd)’(XRd-’/xtm~x)L-  4D t

4DX tmaxRd y maxRd )

-( (50) (17)-(2) (316)]2- ((0)(17))2
4(15)(316)(17) 4(5)(316)(17) )

(10) (40)exp(-.l5)c= = 0.033mg/l
max (2)4v(.15) (316) ((15)(5))%

= -0.15

The maximum concentration of boron that will reach the river is about 0.03 mg/l

or 30 pg/l.
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7.5.6 Two-Dimensional Horizontal Flow With Continuous Solute Line Sources

In Section 7.5.5, the problem of an instantaneous waste discharge is considered.

In this section, a continuous waste discharge into a homogeneous, isotropic aquifer

will be considered. The contaminant is discharged continuously and uniformly with

depth into the aquifer. The density and viscosity of the discharged solute are the

same as those of the native water in the aquifer. The effect of the discharging solute

on the seepage velocity is assumed to be negligible compared to the

flow rate.

The mass transport equation governing advection, ds

linear, equilibrium adsorption in two dimensions in the

uniform regional

spersion, first-order decay and

aquifer is:

2
Rd~+V~=D~+D ~ 8(X) 8(Y)- kRdc + gL px ax x 8X2 y 8Y

(VII-90)

The last term on the right-hand side of Equation VII-90 represents the instantaneous

discharge of mass by a well screened over the entire depth of the aquifer at location

X=o, y=o. The mixed zone can be set equal to the depth screened, rather than the full

depth of the aquifer, if vertical mixing above and below the screened zone is thought

to be small. The 8(-) is a Dirac delta function and gL is the strength of the line

source, where gL = coolb.

As presented in Equation VII-90, the first-order decay rate, k, assumes that

solute in its liquid and solid phases decays at the same rate (i.e., k = k liquid =

k solid). The liquid phase refers to solute in solution and the solid phase refers to

solute that has been adsorbed. If the liquid and solid phase decay rates are not the

same, Equation VII-76 needs to be substituted.

The solution to Equation VII-90, with a zero initial concentration and zero

gradients at large distances can be found by means of the integral transform or Laplace

transform techniques:

COQ

())

Vxx
C(x,y,t)  = exp ~ W(u, ;

4mpb(DxDy)% xi

where

(VII-91)

w(”) = the leaky well function of Hantush (see Appendix J)

B = 2Dx/vx (m)

r = (~(x2 + y2Dx/Dy))l’2  (m)

u = # (unitless)
x
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Q
t

(X,y)

D ,D
XY

Vx

P
b

k

‘d
c o

=

.

.

=

.

.

.

=
.

.

1 + 2BRdk/vx  (unitless)

volumetric rate discharge into the aquifer by the line source (m3/day)

time (days)

location of point of interest (m), where the line source is located at

X=o, y=o

dispersion coefficients in the x and y directions, respectively

(m2/day)

seepage velocity of the regional flow in the x direction (m/day)

effective porosity of the aquifer (unitless, decimal percent)

saturated thickness of mixed zone (m)

first-order decay constant (per day)

retardation coefficient for linear, equilibrium adsorption (unitless)

concentration of contaminant being discharged (mg/l)

Note that Equation VII-91 is similar to the solution presented by Wilson and

Miller (1978). However, Equation VII-91 allows for linear, equilibrium adsorption. A

schematic representation of Equation VII-91 is shown in Figure VII-42.

The leaky well function of Hantush W(u,r/B) is discussed in Appendix J. In

addition, a table of values (i.e., Table J-3) and several approximations are given for

the W(:) function in Appendix J.

For the special case of steady-state conditions (i.e., large times) and when the

ratio r/B is larger than one (i.e., far from the source), then Equation VII-91 reduces

to the following simplified form:

c’ ($+,(%-$c(x,y,steady-state) = & (VII-92)

A small community had water from their municipal well checked for trace

organics. To their surprise, they found a concentration of 150pg/1 of

trichloroethylene (TCE). After much investigation, a local environmental

organization found the only major user of TCE to be a semi-conductor

manufacturing plant. However, the plant was located over 1000 meters away from

the site of the municipal well. At first, few could believe that the plant could

be the source of the contamination because of the large distance involved.

Hence, a blue-ribbon committee was selected to investigate the problem. What
follows are the results of the committee’s work.

The solvent TCE has been used continuously by the manufacturing plant for

the last 25 years as adegreaser for their equipment. All residual TCE is washed

 -418-



FIGURE VII-42 SCHEMATIC SHOWING A CONTINUOUS DISCHARGE OF
WASTE INTO A REGIONAL FLOW FIELD

out of the plant by a large volume of water, which in turn is pumped to a small,

unlined pond. The pond receives about 500 m3 of TCE contaminated wash water per

year and the concentration of TCE in the pond is 25,000 pgll. The wastewater

percolates through the bottom of the pond as quickly as it flows in. The depth

to the water table is about 2 meters and the underlying aquifer consists of

unconsolidated sand. From well logs , observation wells and pumping tests, it was

found that the hydraulic conductivity in the unconsolidated sand was 3640 m/yr,

the effective porosity 0.2, hydraulic gradient in the aquifer 0.0022 m/m and

saturated thickness of the aquifer 20 meters. The unconsolidated sand is

underlain by a thick impermeable clay layer. Dispersion tests showed that the

dispersivity along the direction of ground water flow is about 50 m and

transverse to the flow about 5 m. The background concentration of TCE upgradient

of the plant is below detection.

As a first approximation, the TCE is considered to be vertically mixed in

the aquifer. Since the dimensions of the pond are small compared to the travel

distance, the analytic solution of Wilson and Miller (1978) can be used to

simulate the TCE transport.

In addition to the other information already given, the seepage velocity and

dispersion coefficients are needed. The seepage velocity is calculated using
Equation VII-36:
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v~(seepage) = (Ksat )(hydraulic  gradient)/p

v ~ = (3640 )(0.0022)/0.2 = 40 m/yr

Note that the transverse velocity is zero because we have oriented the x

axis along the principal flow direction. If hydrodynamic dispersion is assumed

to be a linear function of seepage velocity, then dispersion can be computed as

follows from Equation VII-53:

Dx ‘CtxVx = (50)(40)  = 2000 m2/yr

y ~= (5) (40) = 200m2/yrDy=av

where a x and ay are the longitudinal and transverse dispersivities, respectively.

The committee further assumes that there is negligible adsorption of TCE and

that degradation (e.g., dehydrochlorination) is zero because of the aerobic

conditions. The amount of TCE entering the aquifer through the pond bottom is

estimated to have been constant over

The information for this example can

t = 25 yrs C

v = 40 m/yr QO
D; = 2000 m21yr b

Dy = 200 m21yr P
x = 1000 m ‘d
Y = O m k

the past 25 years.

now be tabulated as follows:

= 25000pg/1

= 500 tn3/yr

= 2 0 m

= 0.2
= 1

= O per yr

Determine the concentration of TCE at a distance of 1000 meters from the

manufacturing plant after 25 years. This problem is mathematically described by

Equation VII-90. Equation VII-91 gives an analytic solution to the problem. To

predict the concentration, the committee needs to first evaluate the following

terms:

B = 2DXIVX = (2)(2000)/40 = 100 m

B = 1 + 2BRdk/Vx = 1 + 2(loo)(l)(o)/40= 1

r = (B(X*+ ~*}))~ =
(( 9!
(1) (1 OOO)*+ (o)* 2000 ‘= ~ooom

Y
200

r/B = 1000/100 = 10
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With the above terms, Equation VII-91 can now be evaluated:

C(x,y,t) =
cOQ ~ex’(+)w(u+)b4mp(DxDy)2

c(1OOO,O,25)  = (25000)(500)
(2014@0 2)(12~0)(. zool)~ ‘X’(W)W(5$’0)

= (393.2 )exp(10)W(5,10)

Unfortunately, the range of parameter values given in Table J-3 of
Appendix J does not include the values needed to evaluate the leaky well function

of Hantush, W(5,1O). However, since the r/B parameter is very large, one can use

the Wilson and Miller (1978) approximation to W given in Appendix J:

W(u,r/B) =

W(5,1O) =

W(5,1O) =

(#)% exp(-~)erfc (- [r~B~)

(*)
m 100 * exp(-10)erfc (. (l:-%))

(0.40 )exp(-10)erfc(0)

but erfc(0) = 1, thus

W(5,10) = (0.4)(4.54x  10-5)(1)  = 1.82 X 10-5

Therefore, upon substitution of W(5,1O) back into our concentration solution

(Equation VII-91):

c(1OOO,O,25)  = (393.2)(22026.5)(1.82 X 10-5) = 158 pg/1

If one does not use the Wilson and Miller approximation, the exact solution

is 154pg/1.

As mentioned earlier, a concentration of 150 pg/1 of TCE was discovered in

the municipal water well. The manufacturing plant appears to be the likely

source of the TCE contamination.
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The previous example showed how the contaminant TCE decreased in

concentration with distance and time. Biological and chemical degradation
processes were assumed to be negligible. This is true under aerobic conditions
for TCE but under anaerobic conditions degradation can take place. It is

difficult to provide accurate rates of degradation for field type situations

because many variables (e.g., pH, temperature) may affect it. The half life of

TCE under anaerobic conditions ranges from 40 to 400 days (Wood et al., 1981).——
This corresponds to a decay rate of 0.2 to 6 per year.

What is the concentration of TCE at a distance of 1000 m after 25 years if

biodegradation at a rate of 0.2 per year is included? The data needed are

summarized below:

t = 25 yrs co = 25000 pg/1

v = 40 mlyr Q = 500 m3/yr
D: = 2000 m2/yr b=20m
Dy = 200 m2/yr P = 0.2
x = 1000 m Rd=l

Y =Om k = 0.2 per yr

Step 1. Calculate the following terms in Equation VII-91:

B = 2Dx/vx = 2(2000)/40  = 100

r = (fI(X2 + y2 Dx/Dy))%

r = (2((1000)2 + (0)2(2000)/(200))+ = 1414

r/B = 1414/100 = 14.14

r2Rd
u (1414 )2(1)
‘~t= ~(2)(2000)  (25) = 5

Step 2. Is r/B greater than 1? If so, use the Wilson and Miller (1978)

approximation given in Appendix J to evaluate W, the leaky well function

Hantush. If r/B is less than 1, then use Table J-3 to evaluate W. For

example, to use the Wilson and Miller approximation, proceed as follows.

Evaluate the terms:
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Note that erfc(-a) = 2 -erfc(a) = 2 - 0.188 = 1.81

~
W(u,r/B)  = (~) ’exp(-~)erfc (l&@)

()

~2
W(5,14.14)  = ~ exp(-14.14)  (1.81) = 4.36 x 10-7

Step 3. Evaluate the final computation using Equation VII-91:

c ~Q

()

Vxx
c(x,y,t) = exp ~ W(U3 r/B)

4npb(DxDy)~ x

c(1OOO,O,25)  =
(25000)(500)

k “p w ““36x 10-7)4~(0.2) (20) ((2000)(200))’

c(1OOO,O,25)  = 3.8 pg/1

With degradation over a 25-year period, the predicted concentration of TCE is

decreased from 185 pg/1 to 4pg/1. However, it should be noted that when TCE

undergoes degradation by dehydrochlorination, it produces incomplete degradation
products (e.g., the two isomers of dichloroethylene) which are also hazardous.

7.6 INTERPRETATION OF RESULTS

This section discusses the interpretation of results calculated using the

screening methods. Section 7.6.1 reviews water quality criteria which are pertinent to
ground water. A brief analysis of uncertainty and methods for quantifying it are

given in Section 7.6.2. Finally, Section 7.6.3 provides guidance for determining when

more detailed analyses such as those involving numerical computer models are

appropriate.

7.6.1 Appropriate Reference Criteria

7.6.1.1 Introduction

Federal and state regulations applicable to ground water quality are currently

undergoing revision. The trend is toward more regulation at the state level rather

-423-



than at the federal level. Pertinent federal laws include the Federal Water Pollution

Control Act/Clean Water Act (1972/1977/1982), the Safe Drinking Water Act (1974/1977),

the Resource Conservation and Recovery Act (1976/1984), and the Toxic Substances

Control Act (1976). The U.S. Environmental Protection Agency recently made public its

policy regarding ground water protection in a document referred to as the EPA’s Ground

Water Protection Strategy (U.S. EPA, 1984). Individual states are also in the process

of developing laws and programs related to ground water. For example, Connecticut,

Florida, Wisconsin, and New Mexico have ground water classification systems and

numerical standards for each classification. Maryland, New Jersey, and New York

specify effluent limitations for waste discharges to ground water.

7.6.1.2 Water Quality Standards

The predicted results of the hand calculation methods should be compared to the

appropriate standards. The federal standards for drinking water are currently being

reviewed (CFR Vol. 48, No. 194, October, 1983). Numerical limits may change and new

parameters may be added as shown in Table VII-13. The interim primary drinking water

standards are based on human health considerations. The present standards cover ten

inorganic chemicals, bacteria, turbidity, organic chemicals and radioactivity.

The interim secondary drinking water standards (Table VII-14) mainly address

aesthetic and pragmatic factors rather than public health. The secondary standards

cover parameters which affect taste, color, odor and the corrosive properties of water.

These standards are not federally enforceable but are considered guidelines for the

states.

In addition to the federal drinking water standards, each state may have its own

set of water quality standards, which may be equal or more stringent than the federal

standards. These regulations may change so it is imperative to check with the local

state agencies regarding current values.

The state may specify that standards apply to the ground water at the waste

disposal site boundary, at a specified distance downgradient of the site, at a property

boundary, or at the point of use. In some states, ground water downgradient of a waste

site may have to meet all federal drinking water standards. In addition, if the ground

water discharges to a surface water body, surface water standards may apply.

7.6.2 Quantifying Uncertainty

Uncertainty in ground water flow and contaminant

throughout this chapter. Part of this uncertainty is

transport has been implied

due to aquifer heterogeneities

and natural variability. Additional uncertainty is introduced by sampling and

measurement errors and the assumptions on which the hand calculation methods are based.

For numerical models used to compute ground water flow and contaminant transport,

uncertainty can also result from the numerical solution techniques.
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TABLE VII-13

PRIMARY DRINKING WATER STANDARDS

Parameter

Arsenic
Barium
Cadmium
Chromium
Lead
Mercury
Nitrate (as N)
Selenium
Silver
Fluoride

INORGANIC CHEMICALS

Maximum Contaminant
Level (mg/l)

0.05
1.0
0.010
0.05
0.05
0.002

10.0
0.01
0.05
1.4-2.4

Parameters Under Consideration

Aluminum Nickel
Antimony Sodium
Asbestos Sulfate
Beryllim Thallium
Copper Vanadium
Cyanide Zinc
Molybdenum

MICROBIOLOGIC CAL CONTAMINANTS AND TURBIDITY

Maximum Contaminant
Parameter Level (mg/l) Parameters Under Consideration

Total Coliforms 1/100 ml Monthly Average Giardia, Legionella, Viruses
4/100 ml Single Sample

Turbidity
Standard Plate Count (SPC)

1-5 turbidity units

Parameter

ORGANIC CHEMICALS

Maximum Contaminant
Level (mg/l) Parameters Under Consideration

Endrin
Lindane
Methoxychl or
Toxaphene
2,4-D
2,4, 5-TP Silvex
Total Trihalomethanes

0.002
0.004
0.1
0.005
0.1
0.01
0.1

Aldicarb
Chlordane
Dalapon
Diquat
Endothall
Glyphosate
Carbofuran
1,1,2 -Trichloroethane
Vydate
Simazine
PAHs
PCBs
Atrazine
Phthalates
Acrylamide

Dibromochloropropane (DBCP)
1,2-Dichloropropane
Pentachlorophenol
Pichloram
Dinoseb
Alachlor
Ethylene dibromide
Epichlorohydrin
Dibromomethane
Toluene
Xylene
Adipates
Hexachlorocyclopentadiene
2,3,7,8-TCDO (Dioxin)

RADIOACTIVITY

Maximum Contaminant
Parameter Level Parameters under Consideration

Combined radium 226 and radium 228 5 pCi/l Uranium
Gross alpha particle activities 15 pCi/l Radon
Beta particle and photon radioactivity 4 millirem/year
from man-made radionuclides

Reference: U.S. EPA (1977a) and Code of Federal Regulations 40 CFR 141.11-141.16 (1982).
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TABLE VII-14

INTERIM SECONDARY DRINKING WATER STANDARDS

Maximum Contaminant
Parameter Level

Chloride 250 mg/l
Color 15 color units
Copper 1 mg/l
MBAS* 0.5 mg/l
Iron 0.3 mg/l
Manganese 0.05 mg/l
Odor Threshold Odor Number 3
pH 6.5-8.5
Sulfate 250 mg/l
Total Dissolved Solids 500 mg/l
Zinc 5 mg/l
Corrosivity Non-Corrosive

*Methylene blue active substances

Reference: U.S. EPA (1977b) and Code of Federal
Regulations 40 CFR 143.3 (1982).

7.6.2.1 Sources of Uncertainty

Uncertainty associated with measured values of a parameter may be due to

variability of aquifer characteristics, sampling error, and analytical error. The

distinction between these sources can be made by collecting replicate samples,

splitting them, and performing at least duplicate analyses of the samples. One common

sampling design involves collection of four replicates which are then each split four

ways. The uncertainty can then be allocated using a 4 x 4 analysis of variance

(ANOVA) . The quality of laboratory analyses should also be checked by analysis of

blanks, standards, and unknowns. Additional discussion of QA/QC procedures is included

in Scalf et al. (1981), U.S. EPA (1979b) and (1980).—.
Uncertainty in the representation of the physical system may also create

uncertainty in the parameters used to describe the system. For example, consider the

concept of hydrodynamic dispersion which was discussed in Section 7.4.1. Several

figures and tables were given to provide estimates for dispersivity, which itself is

used to represent the dispersive characteristics of an aquifer. However, current

research indicates that dispersion results from variations in the seepage velocity

profile. These variations may not be adequately characterized by existing mathematical

formulations.
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Additional uncertainty and errors can be introduced by mathematical solutions in

the form of overshoot, numerical dispersion, truncation and round-off errors.

Overshoot and numerical dispersion are the most important errors generated by finite

difference and finite element models of contaminant transport. The term overshoot

describes the erroneously high values computed near the upstream side of sharp solute

fronts (undershoot is the analogous behavior on the downstream side of sharp fronts).

Numerical dispersion, which results from the incomplete approximation of the

differential equations, can smear a sharp front and thereby produce a solution

indicative of a larger dispersion coefficient (Pinder and Gray, 1977). Truncation

errors occur when only a finite number of terms are used to represent the original

equations describing flow and mass transport. Finally, round-off errors result from

the finite accuracy of computer calculations. It should be noted that even analytic

solutions can be subject to truncation and round-off errors.

7.6.2.2

The

example,

Methods of Estimating Uncertainty

recognition of uncertainty helps put predicted results in perspective. For

if the time of arrival of a contaminant at a well is 300 + 10 days, then time

is available to design a plan of action. However, if our uncertainty analysis

predicted a time of arrival of 300 + 200 days, a plan of action would have to be

developed much sooner.

Several methods are available for estimating the uncertainty associated with

calculations. Included are sensitivity analysis, variance analysis, interval analysis,

and Monte Carlo analysis. Each of these methods is discussed briefly below.

Sensitivity analysis is the process of determining the variation in a model output

variable caused by a change in one of the input parameters. This can be done using a

mathematical approach or simply by making repeat calculations using different parameter

values. The parameters which most influence the results can thereby be identified.

Consider a sensitivity analysis of the seepage velocity vs for saturated flow.

From Section 7.3.3.1.2, it was shown that the seepage velocity is a function of the

hydraulic conductivity K, the hydraulic gradient I and the porosity p. From Equation

VII-36 the seepage velocity was shown to be equal to:

Vs = -KI/p

The total uncertainty in the seepage velocity dvs can be expressed as:

(VII-93)

where (tws/8K), (6Jvs/~1)  and (8vs/8p) are the sensitivity coefficients and dK, dI and

dp are the uncertainties associated with these parameters (e.g., dK = fl x 10-5 cm/see,
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dI = fO.001, dp = 30.05). Upon substitution of Equation VII-36 into Equation VII-93,

the uncertainty dv~ becomes:

(VII-94)

The relative or percent uncertainty is found by dividing Equation VII-94 through by vs.

Thus upon substitution:
dv5 dK
—= — -$

K ‘F p (VII-95)
‘s

In the case of the seepage velocity, the uncertainty can be due to K, I, or p.

However, the greatest source of uncertainty is generally the hydraulic conductivity

term; its value may vary over several orders of magnitude. The above mathematical

procedure for computing the sensitivity analysis can in principal be done for any input

parameter but it usually becomes too complicated except for simple expressions. The

alternative “brute force” method is to repeatedly perform the calculations,

systematically varying the parameters, one at a time and in combinations, to determine

how the variations in parameter values affect the predicted result.

Another mathematical technique used to quantify uncertainty is based upon

determining how the variance of individual equation terms interact with each other.

Consider two variables, called X and Y. Let the sum (or difference) of these two

variables be called Z. If X and Y are considered as independent random variables, then

the variance of Z can be calculated as:

Var[Z] = Var[X+Y] = Var[X] + Var[Y] (VII-96)

where Var [] is the variance of the variable. (An estimate of the variance can be

obtained by squaring the standard deviation Sx. Sx is defined by Equation VII-22 in

Section 7.2.5.4). If X and Y are multiplied together to get Z, then the variance of

for this product will vary as:

Var[Z] = Var[XYl
= (E[X])2Var[y]  + (E[Y])2Var[X]  + Var[X]Var[Y]

z

(VII-97)

where E [] is the expected value of the variable. (An estimate of the expected or mean

value is given by Equation VII-23 in Section 7.2.5.4.) If Z is defined as X divided by

Y, the variance of Z for this quotient will vary approximately as:

Var[Z] = Var[X/Y]
=$i$i~(s+%$

(VII-98)
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From the above expressions, it is obvious that if any independent variables have

uncertainty associated with them, then the addition, subtraction, multiplication or

division of these variables will always increase the variance of the combined

variables. However, if the variables are not mutually independent of each other, the

effect on the variance is not as clear since covariance terms need to be included in

the above equations. Procedures for adding the covariance terms are included in Mood

et al. (1974).——
Interval analysis (Ross and Faust, 1982) is similar to sensitivity analysis except

that likely ranges for the input parameters of interest are chosen and then these

values are substituted into the analytical method to provide likely upper and lower

bounds for the desired output parameters. For example, the upper bound could be the

predicted contaminant concentration in the aquifer at a point 100 ft downgradient of an

injection well using as input data a low retardation factor and minimal dispersion.

The lower bound could be the predicted contaminant concentration at this same location

when the highest retardation factor and dispersion are used in the calculations. When

limited field data are available, this approach can provide at least an estimated range

for the output parameters.

Monte Carlo analysis involves solving the ground water flow and solute transport

equations using randomly chosen values as input parameters. The random values are

selected from specified probability density functions (pdf) of key parameters.

Typically, 50 to 300 repetitions of the calculations would be performed with different

input parameters. Histograms of the predictions are generated and used to calculate

the probability of specific events (e.g., number of times that concentration limits

will be exceeded or time for a contaminant plume to reach a given well or surface water

body.)  The principal limitations of this approach are the high cost of doing a large

number of calculations, difficulties in estimating the pdf for each of the parameters

and the need to include the “worst cases” of interest. The computer program MACRO

developed by Kaufman et al. (1980) can be used to calculate pdf’s of predicted

contaminant concentrations. MACRO works by systematically making repeated model runs

with regularly spaced values of the sensitive parameters. This program, however, has

only been used for simple cases.

7.6.3 Guidelines for Proceeding to More Detailed Analysis

7.6.3.1 Introduction

There are typically four critical questions to be addressed in ground water

contamination studies: a) where are the contaminants; b) when will they arrive at a

specific location; c) what are the concentrations of the contaminants; and d) what

hazards are posed by the contaminants. Answers to these questions provide a concise

statement of the information needed to evaluate the environmental consequences of

ground water contamination. To address these types of questions, there are three
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general types of assessment tools available: site ranking methods, analytical (hand
calculation) methods, and numerical models. These tools are useful for different

levels of analysis and thus offer complimentary rather than competing uses. Up to this

point, the chapter has addressed only the hand calculation methods. The three

approaches are briefly compared below:

* Site ranking methods allow initial assessment of a large number of

existing ground water contamination problems. With a minimum amount of

information and technical expertise, site ranking methods can be used for

evaluating the relative hazard posed by a large number of contamination

sources. Because site ranking models do not provide quantitative

estimates of contaminant concentrations, they will not be discussed

further in this chapter. A review of selected ranking methods is included

in Summers and Rupp (1982a).

l Analytical (or hand calculation) methods can predict the migration of

contaminants in ground water from potential or existing waste sources. As

shown in Section 7.5, these techniques are based on simplified

representations of the ground water system. The techniques require

limited field data and can be applied rapidly with hand calculators.

c Numerical models, like analytical methods, provide site-specific

predictions by solving a series of equations. These models can provide

greater temporal and spatial resolution. However, using numerical models

7.6.3.2 Numerical Models

Numerical model results can

generally requires large amounts of data and a computer.

Numerical models will be briefly discussed below. A method for determining when

numerical models are approriate  is given in Section 7.6.3.3.

help address the following questions pertinent to

ground water contamination problems:

l What is the maximum areal extent of a plume

@ What is the approximate time for a plume to

water body?

at a given site?

reach a given well or surface

l What is the maximum concentration of a contaminant that could occur at a

given well or in the ground water discharging into a surface water body?

6 How much time would be required to flush contaminants from an aquifer?

@ What control methods are technically feasible and cost-effective?

l Is it likely that a contaminant plume would form at a candidate waste

disposal site?

o Where should monitoring wells be located?
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Flow and solute transport models vary in type and complexity depending upon the

system being modeled and the extent to which the model attempts to fully represent that

system. Modeling contaminant movement in a homogeneous aquifer is significantly less

complex than attempting to model movement in a heterogeneous aquifer, such as one with

interbedded clay lenses.

Data requirements for ground water flow and solute

Table VII-15. The amount of data needed increases with

modeled and the size of the grid system.

transport models are given in

the number of dimensions

Along with the input data shown in Table VII-15, historical water level and ground

water quality data are needed to calibrate the model. Model results are usually

compared with historical data and refined accordingly--a process known as calibration

or history matching. This does not assure that a model will give accurate predictions

for the future when conditions may change (e.g., a confined aquifer could have been

pumped enough to change it to an unconfined system).

There are many mathematical models available for predicting ground water flow and

solute transport in 1, 2, or 3 dimensions. Numerical solution techniques to choose

from include finite difference, finite element, integrated finite difference, and

method of characteristics. Detailed reviews of numerical models can be found in the

following reports: Kincaid et al. (1983), Bachmat et al. (1978), van Genuchten—— ——
(1978), Oster (1982) and Thomas et al. (1982). In addition, information and copies of——
publicly available ground water models may be obtained through the International Ground

Water Modeling Center (IGWMC) at the Holcomb Research Institute of Butler University.

The IGWMC has developed a computerized data base of over 600 models called the Model

Annotation Retrieval System or MARS.

7.6.3.3 Model Selection

In this chapter, three different approaches to assessing ground water

contamination problems have been briefly discussed, including site ranking, analytical

and numerical models. However, the question of which approach to use is as of yet

unanswered. Before a method is selected, an assessment should be made of the

complexity of the hydrogeologic system, the type of information needed to meet the

study objectives, and the present understanding of the aquifer system. Figure VII-43

shows a general sequence for determining whether a numerical model is needed and

alternative approaches. Numerical models should be applied when a detailed assessment

of the extent and significance of contamination is needed and when adequate funding and

trained personnel are available for the required data collection and modeling effort.

The steps involved in applying a model are shown in Figure VII-44. As this figure

shows, data collection, interpretation and model application ideally should be an

iterative process. Analytical methods should be used at each of these feedback points

and to check final model results.
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TABLE VII-15

DATA NEEDS FOR NUMERICAL MODELS

Flow Models

l
c
l
l
l
l
o
l
@

l
l

areal extent of the aquifer
grid type and spacing
aquifer thickness, by node
boundary conditions and locations of assigned nodes
hydraulic conductivities (or permeabilities), by node
specific storage or specific yield
initial head, by node
net recharge rate of the aquifer
the locations and flow rates of system stresses
(e.g. pumping wells)
relationship to surface water, if present
water level data for model calibration and verficiation

Solute Transport Models*

longitudinal, transverse, and vertical dispersivity coefficients
bulk density of permeable media
effective porosity of the aquifer
initial contaminant concentrations in the aquifer
concentrations and flow rates of waste sources
(these may vary by location and time)
distribution coefficients or retardation factors for the
contaminants of interest
radioactive or biological decay constants, if appropriate
concentration data for model calibration and verification

*The flow data are also needed to run solute transport models.

The simplest models should be used first to determine sensitive parameters and to

identify significant data gaps. Based on the predicted results of the simple models

and uncertainty analyses, a decision can then be made as to whether additional data and

more complex models are necessary.
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FIGURE VII-43 GENERAL SEQUENCE TO DETERMINE IF A MODELING EFFORT
IS NEEDED, REFERENCE: SUMMERS AND RUPP (1982B)
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FIGURE VII-44 STEPS INVOLVED IN MODEL APPLICATION,
REFERENCE: SUMMERS AND RUPP (l982B)
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Appendix A, Monthly Distributor of Rainfall Erosivity Factor R, which
appears in the first two editions of this manual, is now out of date and has
been deleted.
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Appendix B, Methods for Predicting Soil Erodibility Index K, which appears in the
first two editions of this manual, is now out of date and has been deleted.
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Appendix C, Stream and River Data, which appears in the first two editions of
this manual, is now out of date and has been deleted.
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APPENDIX D

IMPOUNDMENT THERMAL PROFILES

Thermal profile plots are provided (on microfiche in the enclosed envelope for

EPA-published manual, or as Part 3, EPA-600/6-82-004c for paper copies purchased from

the National Technical Information Service) for a variety of impoundment sizes and

geographic locations throughout the United States. The locations are arranged in

alphabetical order. Within each location set, the plots are ordered by depth and

hydraulic residence time. An index to the plots is provided below, and the modeling

approach is described in Appendix F.

Page

Atlanta, Georgia

20-ft Initial Maximum Depth . . . . . D-4

40-ft Initial Maximum Depth . . . . . D-14

75-ft Initial Maximum Depth . . . . . D-24

100-ft Initial Maximum Depth . . . . . D-34

200-ft Initial Maximum Depth . . . . . D-44

Billings, Montana

20-ft Initial Maximum Depth . . . . . D-54

40-ft Initial Maximum Depth . . . . . D-64

75-ft Initial Maximum Depth . . . . . D-74

100-ft Initial Maximum Depth . . . . . D-84

200-ft Initial Maximum Depth . . . . . D-94

Burlington, Vermont

20-ft Initial Maximum Depth . . . . . D-104
40-ft Initial Maximum Depth . . . . . D-114

75-ft Initial Maximum Depth . . . . . D-124

100-ft Initial Maximum Depth . . . . . D-134

200-ft Initial Maximum Depth . . . . . D-144

Flagstaff, Arizona

20-ft Initial Maximum Depth . . . . . D-154

40-ft Initial Maximum Depth . . . . . D-164

75-ft Initial Maximum Depth . . . . . D-174

100-ft Initial Maximum Depth . . . . . D-184

200-ft Initial Maximum Depth . . . . . D-194
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Fresno, California

20-ft Initial Maximum Depth . . . . . D-204

40-ft Initial Maximum Depth . . . . . D-214

75-ft Initial Maximum Depth . . . . . D-224

100-ft Initial Maximum Depth . . . . . D-234

200-ft Initial Maximum Depth . . . . . D-244

Minneapolis, Minnesota

20-ft Initial Maximum Depth . . . . . D-254

40-ft Initial Maximum Depth . . . . . D-264

75-ft Initial Maximum Depth . . . . . D-274

100-ft Initial Maximum Depth . . . . . D-284

200-ft Initial Maximum Depth . . . . . D-294

Salt Lake City, Utah

20-ft Initial Maximum Depth . . . . . D-304

40-ft Initial Maximum Depth . . . . . D-314

75-ft Initial Maximum Depth . . . . . D-324

100-ft Initial Maximum Depth . . . . . D-334

200-ft Initial Maximum Depth . . . . . D-344

San Antonio, Texas

20-ft Initial Maximum Depth . . . . . D-354

40-ft Initial Maximum Depth . . . . . D-364

75-ft Initial Maximum Depth . . . . . D-374

100-ft Initial Maximum Depth . . . . . D-384

200-ft Initial Maximum Depth . . . . . D-394

Washington, D.C.

20-ft Initial Maximum Depth . . . . . D-404

40-ft Initial Maximum Depth . . . . . D-414

75-ft Initial Maximum Depth . . . . . D-424

100-ft Initial Maximum Depth . . . . . D-434

200-ft Initial Maximum Depth . . . . . D-444

Wichita, Kansas

20-ft Initial Maximum Depth . . . . . D-454

40-ft Initial Maximum Depth . . . . . D-464

75-ft Initial Maximum Depth . . . . . D-474

100-ft Initial Maximum Depth . . . . . D-484

200-ft Initial Maximum Depth . . . . . D-494
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APPENDIX E

MODELING THERMAL STRATIFICATION IN IMPOUNDMENTS

Figure E-1 Comparison of Computed and Observed Temperature Profiles in Kezar Lake

Figure E-2 Comparison of Computed and Observed Temperature Profiles in El Capitan

Reservoir

Figure E-3 Log of Eddy Conductivity Versus Log Stability--Hungry Horse Data
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E.1 IMPOUNDMENT THERMAL PROFILE MODEL: BACKGROUND

The model used for computation of impoundment temperature profiles is based on

the Lake Ecologic Model originally developed by Chen and Orlob (1975). The model was

modified for this application to compute temperature alone. The purpose of the model

application was to simulate the effects of mixing, impoundment physical characteristics,

hydraulic residence time, and climate on the vertical profiles of temperature.

Physical Representation

Each configuration simulated was idealized as a number of horizontally mixed

layers. Natural vertical mixing is computed by the use of dispersion coefficients in

the vertical mass transport equation. Values of the dispersion coefficients for

different size lakes were estimated from previous studies (Water Resources Engineers,

Inc., 1969) .

Temperature

Temperatures were computed as a function of depth according to Equation (E-l):

where T

c

P

/lz

t

z

Dz

Q
As

.

.

=

.

=

.

.

=

.

the local water temperature

specific heat

fluid density

cross-sectional area at the fluid element boundary

time

vertical distance

the eddy diffusion coefficient in the vertical direction

advection across the fluid element boundaries

cross-sectional area of

coefficients describing

sum of all external addi

element volume.

the surface fluid element

heat transfer across air-water interface

tions of heat to fluid volume of fluid element

Application/Verification

The model has recently been used in a lake aeration study (Lorenzen and Fast,

1976) . In that study, the model was applied to Kezar Lake in New Hampshire and El

Capitan Reservoir in California to verify that artificial mixing could be adequately

simulated.

Computed temperature profiles were compared to observed values as shown in
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Figures E-1 and E-2. The model performance was judged to be good for the intended

purpose of providing guidance for further study.

E.2 PREPARATION OF THERMAL PROFILES

The thermal profiles in Appendix D of this report were prepared by inputting

the selected climatological conditions, inflow rate, impoundment physical conditions,

and wind. Of these, only wind warrants special discussion here. The remaining model

parameters are discussed in the text of Chapter 5.

Wind-Induced Mixina and the Eddy Diffusion Coefficient

Figure E-3 is a plot of the eddy conductivity coefficient versus stability.

It was used to obtain coefficients for wind mixing for the model runs. The

upper envelope represents high wind mixing conditions and the lower envelope represents

low wind mixing conditions. Note that the plot in Figure E-3 was developed for this

model, and the model was then verified with data from Hungry Horse Reservoir, which is

located on the South Fork of the Flathead River in northwestern Montana. Accordingly,

the extremes of wind mixing and the effects on impoundment stability are as found for

Hungry Horse Reservoir. The coefficients should be applicable elsewhere, however,

because the eddy diffusion coefficient is relatively insensitive to climate and location.

The significance of the eddy conductivity coefficient and its implications

for wind mixing may be understood by examining an equation describing transport

within the system. Mixing implies the transfer of materials or properties within a

system from points of high concentration to points of low concentration, and vice

versa. For a system which is undergoing forced convection, it has been observed that

the time rate of transport, F, of a property, S, through the system is proportional

(other things being equal) to the rate of change of concentration of this property with

distance, z. In equation form, this rule is expressed as:

-F=- D~ (E-2)

where

D = coefficient of proportionality.

The mixing process as defined by Equation E-2 is variously called “effective diffusion,”

“eddy diffusion,” or the “diffusion analogy” because it is identical in form to the

equation describing the process of molecular diffusion. The difference between the two

processes, however, is that for molecular diffusion, D is constant, while for turbulent

transfer, D is a function of the dynamic character, or the turbulence level, of the

system . In general, D is a temporal and spatial variable, and thus will be referred to

here as D(z,t). Equation E-2 rewritten for heat flow over the reservoir vertical axis
is:
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FIGURE E-1 COMPARISON OF COMPUTED AND OBSERVED
TEMPERATURE PROFILES IN KEZAR LAKE
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FIGURE E-2 COMPARISON OF COMPUTED AND OBSERVED
TEMPERATURE PROFILES IN EL CAPITAN
RESERVOIR
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FIGURE E-3 PLOT OF THE EDDY CONDUCTIVITY COEFFIECIENT,  D(Z,T) VERSUS
STABILITY, E(z,T) FOR HUNGRY HORSE RESERVOIR DATA
(AFTER WATER RESOURCES, INc., 1969
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H = -pcD(z,  t) ~ (E-3)

where H = heat flux, HL-2T-1

P = density of water, ML -3

c = heat capacity of water, HM -lD-l

D(z,t) 2 -1= coefficient of eddy conductivity, L T

T = temperature, D

z = elevation in the reservoir, L

t = time T.

From Equation E-3, therefore, it may be seen that the rate of heat flux (H), which

describes the rate of energy transfer vertically in an impoundment, is a function of

the temperature gradient over depth (~~) and the degree of turbulence (induced by wind

and other factors) and is characterized by the eddy diffusion coefficient D(z,t) in the

equation. It is this coefficient, D(z,t) which is plotted on the ordinate {stability

is on the abscissa) in Figure E-3.

Surface Heat Flux

The simulation of temperature involves the following steps:

1.

2.

3.

The net

The heat transfer at the air-water interface is evaluated for all surface nodes

as a function of the meteorological variables and nodal temperatures.

The heat input due to shortwave solar radiation is distributed with depth

according to the light transmissibility characteristics of the water (which are

a function of the suspended particulate).

Heat is distributed within the water body by hydrodynamic transport (advection

and dispersion) in the same manner as conservative dissolved constituents.

rate of heat transfer across the air-water interface is computed according to

the following heat budget equation:

H=qsn+qat- qw-qe~qc

where

H = net rate of heat transfer (Kcal/m2/see)

qsn = net shortwave solar radiation across the

(E-4)

air-water interface,
including losses by absorption and scattering in the atmosphere, and

reflection at the water surface (Kcal/m2/see)

aat = atmospheric long wave radiation across the air-water interface

(Kcal/m2/see)

qw = long wave back radiation from the water surface to the atmosphere
(Kcal/m2/see)
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ae= evaporative heat loss (Kcal/m2/see)

~c = convective heat exchange between the water surface and the atmos-

phere (Kcal/m2/see).

The heat transfer terms for long wave back radiation, evaporative heat loss, and

convective heat exchange depend on the water temperature in the surface nodes (k

values), while the solar radiation and atmospheric long wave radiation (w values) are

independent of water temperature. Algorithms for the various terms of Equation E-2 are

used for separate computation and then summed as shown in Equation E-1.

NOTE:

For a more detailed description of the model, its applicability, and the

eddy diffusion coefficient, the reader is referred to a report entitled “Mathematical

Models for the Prediction of Thermal Energy Changes in Impoundments.” (See the list of

references at the end of this Appendix.)
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APPENDIX F

RESERVOIR SEDIMENT DEPOSITION SURVEYS

Summaries of data from known reliable reservoir sedimentation surveys made in

the United States through 1970 are presented in this Appendix, together with an

explanation of the summary table. Additional data from surveys made after 1970 are

included for some reservoirs. The reservoirs are grouped according to the 79 drain-

age areas into which the United States is divided in the publication: “River Basin

Maps Showing Hydrologic Stations”, compiled under the auspices of the Subcommittee on

Hydrology, Federal Inter-Agency River Basin Committee. An index map of these drainage

areas is shown on page F-78. An index to the surveys is provided below. Appendix F

is available on microfiche in the enclosed envelope for the EPA-published

manual , or as Part 3, for paper copies purchased from the National Technical

Information Service.

Drainage Area Page

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

St. John Machias, Penobscot, Kennebec, Androscoggin and
Presumpscot River Basin

Housatonic, Connecticut, Thames, and Merrimack River Basin

Hudson River Basin and St. Lawrence Drainage in New York

Susquehanna and Delaware River Basins

Potomac, Rappahannock, York, and James River Basins

Chowan, Roanoke, Tar, Neuse, and Cape Fear River Basins

Pee Dee, Santee, and Edisto River Basins

Savannah, Ogeechee, and Altamaha River Basins

Satilla, St. Mary’s, St. John’s, and Suwannee River Basins

Southern Florida Drainage

Apalachicola and Ochlockomee River Basins

Choctawhatchee, Yellow, Escambia and Alabama River Basins

Tombigbee, Pascagoula, and Pearl River Basins

Lower Mississippi River Basin (Natchez to the Mouth):
Calcasieu, Mermentau, and Vermilion River Basins

Lower Mississippi River Basin (Helena to Natchez): Yazoo,
Big Black, and Ouachita River Basins

Lower Mississippi River Basin (Chester to Helena): St. Francis
River Basin

Ohio River Basin (Madison to Uniontown): Wabash River Basin

Tennessee River Basin (below Hales Bar Dam): Cumberland and
Green River Basins

Ohio River Basin (Point Pleasant to Madison): Kanawha, Big
Sandy, Licking, Kentucky, Scioto, and Miami River Basins

F-1

F-6

F-6

F-6

F-6

F-7

F-7

F-8

F-9

F-9

F-9

F-9

F-9

F-9

F-9

F-10

F-11

F-12

F-13

F-13



Drainage Area Page

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

Tennessee River Basin (above Hales Bar Dam)

Ohio River Basin (above Point Pleasant) and Lake Erie Drainage

Great Lakes Drainage (in Michigan) and Maumee River Basin

Great Lakes Drainage (in Michigan and Wisconsin)

Mississippi River Basin (Louisiana to Chester): Illinois,
Kaskaskia and Meramec River Basins

Upper Mississippi River Basin (Fairmont to Louisiana): Iowa,
Skunk, and Des Moines River Basins

Upper Mississippi River Basin (Prairie du Chien to Rock Island)
and Lake Michigan Drainage: Rock and Wapsipinicon River Basins

Upper Mississippi River Basin (St. Paul to Prairie du Chien):
Wisconsin, Root, Chippewa, and St. Croix River Basins

Upper Mississippi River Basin (above St. Paul)

Lake Superior and Lake of the Woods Area (in Minnesota)

Red River of the North Basin

Missouri River Basin (Nebraska City to Hermann)

Smoky Hill and Lower Republican River Basins

Upper Republican, North Platte River Basins (Fort Laramie to
North Platte) and South Platte River Basin (Sublette to North
Platte)

North Platte River Basin (above Ft. Laramie) and South Platte
River Basin (above Sublette)

Missouri River Basin (above Blair to Nebraska City) and Platte
River Basin (below North Platte)

River Basin (Niobrara to above Blair), James, and Big Sioux
River Basins

Missouri River Basin (above Pierre to Niobrara): Niobrara
and White River Basins

Missouri River Basin (Mobridge to above Pierre): Cheyenne
and Belle Fourche River Basins

Missouri River (Williston to Mobridge): Moreau, Grand,
Cannonball, Heart, and Little Missouri River Basins

Missouri River Basin (Zortman to Williston): Milk and
Musselshell River Basins

Missouri River Basin (above Zortman)

Lower Yellowstone River Basin: Tongue and Power River Basins

Upper Yellowstone River Basin

Arkansas River Basin (Van Buren to Little Rock) and White
River Basin

Arkansas River Basin (Tulsa to Van Buren): Grand, Verdigris,
and Lower Canadian River Basins

Arkansas River Basin (Garden City to Tulsa): Middle Canadian,
Lower Cimarron, and Salt Fork River Basins

Arkansas River Basin (Lamar to Garden City): Upper Cimarron
and Upper Canadian River Basins

F-15

F-17

F-20

F-21

F-21

F-23

F-23

F-23

F-24

F-24

F-24

F-24

F-26

F-28

F-28

F-29

F-31

F-32

F-33

F-34

F-34

F-34

F-34

F-35

F-35

F-36

F-37

F-39

F-2



Drainage Area Page

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

Rio Grande Basin (above Espanola) and Arkansas River Basin

Red River Basin (Denisen to Grand Ecore): Little and Sulphur
River Basins

Red River Basin (above Denisen)

Sabine, Meches, and Trinity River Basins

Lower Brazes, Lower Colorado, Guadalupe, San Antonio, and
Nueces River Basins

Brazes River Basin (South Bend to Washington), Middle, and
Colorado River Basins

- .

Upper Brazes and Upper Colorado River Basins

Rio Grande Basin (below Eagle Pass)

Rio Grande Basin (Fort Quitman to Eagle Pass
River Basin

Rio Grande Basin (Espanota to Fort Quitman)

Upper Pecos River Basin

Colorado River Basin (below Hoover Dam): Wi
Gila River Basins

Gila River Basin

Little Colorado and San Juan River Basins

and Lower Pecos

liams and Lower

Colorado River Basin (Hall’s Crossing to Hoover Dam)

Colorado River Basin (above Hall’s Crossing): Gunnison,
Dolores, and Fremont River Basins

Green River Basin

Great Salt Lake Basin

Sevier River Basin

Great Basin (northwestern part in California, Nevada, and
Oregon)

Great Basin: Humboldt, Carson and Truckee River Basins

Great Basin: Owens, Walker, and Mono Lake Drainages

Salton Sea and Southern California Coastal and Great Basin
Drainage

San Joaquin and Keen River Basins and Adjacent Coastal
Drainage

Sacramento, Eel, and Russian River Basins

Klamath, Rogue, and Umpqua River Basins

Lower Columbia River Basin and Pacific Coast Basins in
Northern Oregon

Columbia River Basin (Grand Coulee to Umatilla) and Pacific
Coast Drainage in Washington: Yakima, Chelan, and Okanogah
River Basins

Columbia River Basin (International Boundary to Grand Coulee)
and Pacific Coast Drainage in Washington: Pendorielle,
Spokane, Walla Walla, and Lower Snake River Basins

F-40

F-40

F-41

F-43

F-44

F-45

F-47

F-47

F-47

F-48

F-48

F-49

F-49

F-51

F-52

F-52

F-56

F-56

F-56

F-57

F-57

F-57

F-57

F-69

F-71

F-72

F-73

F-74

F-75
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Drainage Area Page

77 Columbia River Basin in Canada F-75

78 Snake River Basin (from Kings Hill to Grande Ronde River) F-75

79 Snake River Basin (above Kings Hill) and Salmon River Basin F-77

80 Puerto Rico F-77
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APPENDIX G

INITIAL DILUTION TABLES

Appendix G consists of Initial Dilution Tables. Page G-1 provides information

for choosing the appropriate table. These follow in numerical order beginning on pp.

G-2 through G-101. The Appendix is available on microfiche in the enclosed envelope

for the EPA-published manual, or as Part 3 for paper copies purchased from the National

Technical Information Service.
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APPENDIX H

EQUIVALENTS OF COMMONLY USED UNITS OF MEASUREMENT

Erqlish Unit Multiplier S1 unit

acre

acre

acre-ft

Btu

Btu

Btu/hr/sq ft

Btu/1  b

cf m

Cfs

cfslsq miles

Cu ft

Cu ft

cu in.

Cu yd

OF

‘c

ft

ft-lb

gal

gal

gpdlacre

X4.046 .72~~
+2.471X1O  X

Xo. 405+
+2.471X

Xl ,233.5+
+ 8. 11x10-4X

xl .055+
+ 0.9478X

XO.252+
+ 3.968X

X3.158+
+ 0.316X

Xo. 555+
+ 1.80X

XO . 028+
+ 35.71X

xl .7+
+ 0.588X

XO. 657+
+ 1.522X

XO. 028+
+ 35.314X

X28. 32+
+ 0.0353X

X16.39+
+ 0.061X

XO.75+
+ 1.3709X

oo~~ (CF–32)+
2+ 1.8( C)+32

PIUS 273+
+ minus 273

XO. 3048+
+ 3.28X

Xl .356+
+ 0.737X

X3.785+
+ O.264X

XO . 003785+
+ 264.2X

XO.9365+
+ 1 .068X

Other consnonly used conversions:

1 t4GD = 1.55cfs

YCP = 62.4 BTU/ft3/oF

m2

h~x

M3

kJ

kg-cal *

J/s-m2

kg-cal/kg*

m3/mi n

m3imin

m3/min km2

m3

1*

cm3

m3

cc

K

m

J

1*
●

m3

m31day kin2

English Unit Multiplier S1 Unit

gpd/f t xO.0124+
+ 80.65X

gpdlsq ft XO . 0408+
+24.51X

gpm XO.0631+
+ 15.85X

gpm XO.0631+
+ 15.85X

gpm/sq ft X40.7+
+ 0.0245X

hp Xo. 7454+
+1.341X

hp-hr X2. 684+
+ 0.372X

in. x2. 54+
+ 0.3937X

lb/day /acre-ft X3.68+
+ 0.2717X

lb/1,000 CU ft X16.0+
+ 0.0625X

lb/day/cu  ft Xl 6+
+ 0.0625X

lb/roil  gal

mil gal

mgd

rcgd

mile

ppb

ppm

Sq ft

sq in.

sq miles

Xo. 92+
+ 8.333X

X3,785+
+ 2.64 X10-4X

X3,785+
+ 2.64 X10-4X

XO.0438+
+ 22.82X

X1.61+
+ 0.621X

X1O-3+
+ 1 ,Ooox

approximately
equal to

XO.0929+
+ 10,76X

X645.2+
+0.00155

x2. 590+
+0.3861X

m3/day m

m3fday m 2

c!m3/s

J*/s

1*/min m2

kbi

MJ

cm

g/day m3

glm 3

kg/day m3

g/m3

~3

m3/day

m3/s

km

mgll *

mg/J  ●

m?

~2

km2

1 ~ =3.414  x ~f)6BTlJ/hr

1 BTU = 778 ft-lb
1 BTU = 252 cal
1 Langley/day  = 3.7 BTU/ft? /day

● Not an S1 unit, but a term consnonly used and preferred as a wastewater unit of expression.
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APPENDIX I

ADDITIONAL AQUIFER PARAMETERS

Physical Properties of Water

The density of a fluid is defined as the mass of fluid per unit volume. The

viscosity of a fluid is a measure of the resistance of the fluid to deform when moving.

The kinematic viscosity vis defined as the viscosity p divided by the density of the

fluid Pw:
v= plpw

Compressibility i3w is the relative change of a unit volume of fluid Per unit increase

in pressure. Thus !3W relates the volumetric strain to the stress induced in water by a

change in fluid pressure.

Upon examining Table I-1, the viscosity p is most affected by temperature changes

and p decreases by about 3 percent per degree Celsius rise in temperature. The

properties of water are also a function of pressure, but they are even less sensitive

to changes in pressure than to changes in temperature. However, in most situations

that are encountered in ground water problems, the physical properties of water are

considered as constants.

Particle Density

Particle density, Ps(g/cm3), of a soil is defined as the mass of soil solids Ms(g)

divided by the volume of the soil solids Vs(cm3):

PS = Ms/Vs

The particle density for most mineral soils varies between 2.6 and 2.75 g/cm3.

Table I-2 gives a list of typical values for various materials. Note that organic

matter has a much lower particle density, between 1.2 and 1.5 g/cm3. Thus, surface

soils usually have a lower particle density than subsoils.

Sometimes the density of a soil is expressed in terms of the specific gravity.

The specific gravity G (unitless) is equal to the ratio of the particle density

Ps(9/cm3) of the material to that of water Pw(g/cm3) at 4 degrees Celsius and at
atmospheric pressure:

G =pS/Pw

However, since the dens

the specific gravity is

density.

ty of water

numerically

under these conditions is 1 g/cm3

(although not dimensionally) equa-

(see Table I-2),

to the particle

The average particle density PS (g/cm3)  of a soil can be determined in the

laboratory by the picnometer method (i.e., water displacement test) (Fox, 1959; Taylor

and Ashcroft, 1972). Typical values for various materials are given in ’Table VII-3.
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TABLE I-1

PHYSICAL PROPERTIES OF PURE WATER AT ONE ATMOSPHERE

Kinematic
Temperature Density Viscosity Viscosity Compressibility

% (9/cm3) (g/cm sec) (cm2/see) (cm sec2/g)

o .99987 .01787 .0179 5,098 X 10 ’11

4 1.00000 .01567 .0157 4.959 x 10 -11

5 .99999 .01519 .0152 4.928 X 10 ’11

10 .99973 .01307 .0131 4.789 X 10 ’11

15 .99913 .01139 .0114 4.678 X 10 ’11

20 .99823 .01002 .01004 4.591 x 10 -11

25 .99708 .00890 .00893 4.524x 10 ’11

30 .99568 .00798 .00801 4.475 x 10 -11

35 .99406 .00719 .00723 4.442 X 10 ’11

Reference: Weast (1969).

Specific Yield

Specific yi

is also used to

around a pumping

eld can be used as an estimate of effective porosity. Specific yield

predict the drawdown of the water table and the local velocity field

well. It is an essential parameter for the analysis of the

performance of a recovery well field.

The specific yield Sy (unitless) of an unconfined aquifer is a measure of the

“water-yielding” capacity of the porous medium. The specific yield is defined as the

volume of water that will discharge per unit area of saturated porous medium under a

unit drop in hydraulic head. Specific yield can be expressed as either a ratio or as a

percentage. That part of the water retained by molecular and surface tension forces in

the void spaces of a gravity drained material is known as retained water. The “water-

retaining” capacity of porous media is called the specific retention Sr (unitless).

Hence, the porosity of a saturated, unconfined aquifer is equal to the sum of the

specific yield and the specific retention:

P =Sy+sr

Gravity drainage from most unconfined aquifers is not instantaneous. If the

hydraulic conductivity is low, the water-yielding capacity can increase up to the
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TABLE I-2

RANGE AND MEAN VALUES OF PARTICLE DENSITY

Rang
f

Mean3
Material (g/cm ) (g/cm )

clay

silt

sand, fine

sand, medium

sand, coarse

gravel, fine

gravel, medium

gravel, coarse

loess

eolian sand

till, predominantly clay

till, predominantly silt

till, predominantly sand

till, predominantly gravel

glacial drift, predominantly silt

glacial drift, predominantly sand

glacial drift, predominantly gravel

sandstone, fine grained

sandstone, medium grained

siltstone

claystone

shale

limestone

dolomite

granite, weathered

gabbro, weathered

basalt

schist

slate

2.51 - 2.77

2.47 - 2.79

2.54- 2.77

2.60 - 2.77

2.52 - 2.73

2.63 - 2.76

2.65 - 2.79

2.64- 2.76

2.64 - 2.74

2.63 - 2.70

2.61 - 2.69

2.64 - 2.77

2.63 - 2.73

2.67 - 2.78

2.70 - 2.73

2.65 - 2.75

2.65 - 2.75

2.56 - 2.72

2.64 - 2.69

2.52 - 2.89

2.50- 2.76

2.47 - 2.83

2.68- 2.88

2.64- 2.72

2.70 - 2.84

2.95- 3.09

2.95 - 3.15

2.70 - 2.84

2.85 - 3.05

2.67

2.62

2.67

2.66

2.65

2.68

2.71

2.69

2.67

2.66

2.65

2.70

2.69

2.72

2.72

2.69

2.68

2.65

2.66

2.65

2.66

2.69

2.75

2.69

2.74

3.02

3.07

2.79

2.94

Reference: Morris and Johnson (1967).
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TABLE I-3

RANGE AND MEAN VALUES OF SPECIFIC YIELD

Range Mean
Materiala (percent) (percent)

clay

silt

sand, fine

sand, medium

sand, coarse

gravel, fine

gravel, medium

gravel, course

loess

eolian sand (dune sand)

till, predominately silt

till, predominately sand

till, predominately gravel

glacial drift, predominately

glacial drift, predominately

sandstone, fine grained

sandstone, medium grained

siltstone

shaleb

limestone

schist

1.1 - 17.6

1.1 - 38.6

1.0 - 45.9

16.2 -46.2

18.4- 42.9

12.6 - 39.9

16.9 - 43.5

13.2 - 25.2

14.1 - 22.0

32.3- 46.7

0.5 - 13.0

1.9 - 31.2

5.1 - 34.2

silt 33.2 -48.1

sand 29.0 - 48.2

2.1 - 39.6

11.9 - 41.1

0.9 - 32.7

0.5- 5

0.2- 35.8

21.9 - 33.2

6

20

33

32

30

28

24

21

18

38

6

16

16

40

41

21

27

12
--

14

26

aReference: Morris and Johnson (1967).
bReference: Walton (1970).
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specific yield at a diminishing rate as the time of drainage increases.

Values of specific yield depend on grain size, shape and distribution of pores,

compaction of the stratum and time of drainage. The range and mean values of

laboratory measured specific yields for various geologic materials are given in Table

I-3.

Specific Storage

The specific storage or elastic storage coefficient Ss

defined as the volume of water released from storage per un

unit decline in hydraulic head. This release is due to the

of a confined aquifer is

t volume of aquifer per

compaction of the aquifer’s
granular skeleton and the expansion of pore water when the water pressure is reduced by

pumping. Ss has the units of cm -1 -5 -1and is normally a small quantity (1 x 10 cm or

less). Typical values of specific storage Ss are given for various geologic materials

in Table I-4.

Storativity

Storativity or storage coefficient, S, is also defined as the volume of water that

is released from storage per unit horizontal area of aquifer per unit decline of

hydraulic head. It is a dimensionless quantity. This parameter is obtained in

addition to transmissivity from pumping tests. It is used to compute aquifer yields

and to compute drawdowns of individual wells.

For confined aquifers, storativity is due to water being released from the

compression of the granular skeleton and expansion of the pore water. S is
.

mathematically defined as the product of the specific storage, Ss (cm-l) and the

aquifer thickness, b(cm):

S=Ssb

The value of the storativity for confined aquifers is generally small, falling

between the range of 0.00005 and 0.005 (Todd, 1980). Hence, large pressure changes

over an extensive area of aquifer are required before substantial water is released.

For unconfined aquifers, storativity is due to the release of water from gravity

drainage of voids (i.e., yield) and from the compressibility of the granular skeleton

(i.e., elastic storage).

This is mathematically defined as:

S=Sv+hS s
where Sy ii the specific yield (dimensionless), h is the saturated thickness of the

water-table aquifer (cm) and Ss is the specific storage (cm-l). The value of Sy is

usually several orders of magnitude larger than hSs, except for fine-grained aquifers

where SY may approach the value of hSs. Storativity S of unconfined aquifers ranges

from 0.01 to 0.30.
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TABLE I-4

RANGE OF VALUES FOR COMPRESSIBILITY AND
SPECIFIC STORAGE OF VARIOUS GEOLOGIC MATERIALS

Specific Storage
s~

Material (cm-l)

plastic clay

stiff clay

medium-hard clay

loose sand

dense sand

dense sandy gravel

rock, fissured, jointed

rock, sound

2.0 x 1o-4- 2.5 X 10-5

2.5 X 10-5 - 1.3 x 10-5

1.3 x 10-5 - 6.9 X 10-6

9.8 x 10-6 - 5.1 x 10-6

2.1 x 10-6 - 1.3X 10-6

9.8 x 10-7 - 5.1 x 10-7

6.9 X 10-7 - 3.2 X 10-8

less than 3.2 x 10-8

Reference: Jumikis (1962) and Walton (1970).

Measuring Specific Yield, Specific Storage and Storativity

Although most field methods determine specific yield directly, most laboratory

methods determine specific retention by the centrifuge-moisture method (Johnson et al..—
1963), and specific yield Sy (unitless) is found indirectly by subtracting the specific

retention Sr (unitless) from the porosity p (unitless):

s SP-sr

Other laboratory methods are discussed by Johnson (1967). However, laboratory samples

may be disturbed or may not be representative of the aquifer.

Several field methods are available to estimate specific yield, including drawdown

tests, recharge tests, the neutron moisture methods and tracer methods. Jones and

Schneider (1969) discuss the neutron moisture method and compare it to five other

methods for the Ogallala aquifer in Texas. They concluded that pumping and recharge

methods underestimate the specific yield by 50% compared to the other methods. Hanson

(1973) also concludes that pumping will underestimate the specific yield if the pumping

test is done over too short a period of time. However, Todd (1980) believes that

methods based on an analysis of the time - drawdown data from well-pumping tests

generally give the most reliable results.

Specific storage Ss is a function of the solid matrix and fluid compressibility.

Compressibility can be determined in the laboratory by means of a consolidation
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apparatus called a loading cell. Either a fixed-ring or a floating-ring container type
loading cell can be used (Hall, 1953; Lambe, 1951). In the field, specific storage is
generally measured indirectly as storativity S by pumping tests. If the saturated

thickness b(cm) of the confined  aquifer and storativity S (unitless) are known, then.
the specific storage Ss (cm-l) can be solved as shown below:

Ss = Slb

The contribution of specific storage to storativity in unconfined aqu

negligible.

Storativity can be determined directly from pumping tests of wel

fers is generally

s and from ground

water fluctuations in response to atmospheric pressure or ocean tide variations and

river level fluctuations. An extensive discussion of the various types of pumping

tests and the procedures for calculating the storativity from them is given by Todd

(1980), Walton (1970), and Lehman (1972).
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APPENDIX J

MATHEMATICAL

Complimentary Error Function

The complimentary error function (erfc)
m

.—
1‘rfc(x) -v’% ‘

FUNCTIONS

is defined as follows:

9
e ‘zLdz

In addition, erfc has the following properties:

erfc(x) = 1 - erf(x)

erf(-x) = -erf(x)

erfc(-x) = 2 - erfc(x)

erfc(0) = 1

erfc(~) = O

erfc(-m) = 2

where erf is the error function. A list of the error function and
complimentary error function for various values of x are given in Table J-1.

A method for numerically computing erfc is shown in Table J-2.

The following trick should be used when using erfc and exponential functions

multiplied together:
ea”erfc(x)  = ?

when a+cO

)(+’=

Use the following solution:

2+at3 5 a-x2ea.erfc(x)  = (plt + a2t 3 + a4t4 + a5t )e

where al... a5 and t are given in T ble J-2.
$

Note that the trick is to evaluate the

combined exponential argument es-x rather than ea”e
-X2

For example:

e100.erfc(9)  = 1.15x 107

eloo .erfc(lO) = 5.86 x 10-2

eloo .erfc(ll) = 4.08 x 10-11
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TABLE J-1

TABLE OF THE ERROR FUNCTION (erf) AND THE
COMPLIMENTARY ERROR FUNCTION (erfc)

x erf(x) erfc(x) x erf(x) erfc(x)

o

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1.0

0

0.056372

0.112463

0.167996

0.222703

0.276326

0.328627

0.379382

0.428392

0.475482

0.520500

0.563323

0.603856

0.642029

0.677801

0.711156

0.742101

0.770668

0.796908

0.820891

0.842701

erfc(x) = 1 - erf(x)
erfc(-x) = 2 - erfc(x)
erf(-x) = - erf(x)

1.0

0.943628

0.887537

0.832004

0.777297

0.723674

0.671373

0.620618

0.571608

0.524518

0.479500

0.436677

0.396144

0.357971

0.322199

0.288844

0.257899

0.229332

0.203092

0.179109

0.157299

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2.0

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

3.0

0.880205

0.910314

0.934008

0.952285

0.966105

0.976348

0.983790

0.989091

0.992790

0.995322

0.997021

0.998137

0.998857

0.999311

0.999593

0.999764

0.999866

0.999925

0.999959

0.999978

infinite 1.000000

0.119795

0.089686

0.065992

0.047715

0.033895,

0.0236521

0.016210

0.010909

0.007210

0.004678

0.002979

0.001863

0.001143

0.000689

0.000407

0.000236

0.000134

0.000075

0.000041

0.000022

0.000000

Reference: Crank (1975).
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TABLE J-2

NUMERICAL COMPUTATION OF THE COMPLIMENTARY
ERROR FUNCTION

2
erfc(x) = (alt + aztz + a3t3 + a4t4 + a5t5)e-x  + c(x)

Where ‘=l-i%xT

error term Is(x)] ~ 1.5 x 10-7

and p = .3275911

al = .254829592

a2 = -.284496736

a3 = 1.421413741

a4 = -1.453152027

a5 = 1.061405429

Reference: page 299, Eq. 7.1.26 of Abramowitz and Stegun (1964).

Leaky Well Functior; of Hantush

The leaky well function of

a {

Hantush is defined as follows:

‘(u’r’B)  ‘[y (-t -~) “

where W(:) has the limits:

W(o,r/B) = 2Ko(r/B)  (modified Bessel function of zero order)

W(u,o) = El(u) (exponential integral)

W(=,r/B)  = O

exp(:) = exponential function

The leaky well function has been extensively tabulated by Hantush (1956) and is given

in Table J-3. For large values of r/B (i.e., r/B>l), Wilson and Miller (1978) have

developed the following approximation to W:
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W(u,r/B)  = (#exP(-i)erfcf@)

in which erfc is the complementary error function (see Table J-l). This expression for

w is reasonably accurate (within 10 percent) for r/B > 1 and is very accurate (within 1

percent) for r/B > 10.

Note that at large times (i.e., as u goes to zero) the leaky well function reduces

to the modified Bessel function Ko:

W(O,r/B) = 2Ko(r/B)

If r/B is larger than one, the following approximation for the Bessel function can be

made:

(J

12
Ko(r/B) ‘m% exP(- ~)

* U.S. GOVERNMENT PRINTING OFFICE : 1986-646-116/40676
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APPENDIX F

RESERVOIR SEDIMENT DEPOSITION SURVEYS

The material in this appendix consists of a reproduction of a

bulletin compiled by F. E. Dendy and W. A. Champion, which provides

data on rates of sedimentation in U. S. reservoirs.

INTRODUCTION

Data from known reliable reservoir sedimentation surveys made

in the United States through 1970 are summarized in this bulletin.

Additional data from surveys made after 1970 are included for a few

reservoirs.

This bulletin supersedes USDA Miscellaneous Publication No. 1143,

1’ All ;eservoir surveys reported inwhich was published in May, 1969.–

Miscellaneous Publication No. 1143 have been repeated in this bulletin.

In addition, it includes surveys made before 1965, but not previously

reported, and new data on reservoirs surveyed or resurveyed since 1965.

The reservoirs are located in all of the 48 conterminous United States,

except Florida, and in Puerto Rico. In addition to data on storage

reservoirs and ponds, some information on debris basins is included.

A supplement to this bulletin, from which the data were extracted

and summarized, contains detailed information about each of the reservoirs

—.
1/ Deridy, F.E. and Champion, W.A., Compilers. Summary of Reservoir

Sedimi%t reposition Surveys Made in the United States Through 1965. U.S.
Department of Agriculture Miscel laneous Publication No. 1143, 64 pp.,
May, 1969. (Cooperative report with the Sedimentation Committee. Water
Resources Council).
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listed in the summary table. The method used in presenting this infor-

mation is given on pages F-2, F-3, F-4 and F-5. The supplement has not

been distributed with this bulletin because of its bulk and because the

detailed information is not of general interest. Copies are available

in the offices of the agencies represented

Committee of the Water Resources Council.

for specific reservoirs may be obtained on

*
on the Sedimentation

Reprints of data sheets

request f,romthe Lirector,

USDA Sedimentation Lrkoratory, U.S. Department of Agriculture, Oxford,

Miss. 38655. Requests for information not contained in this bulletin

or in the supplement should be directed to the agency supplying the

data.

The accuracy of the survey data varies greatly. Surveys range

from reconnaissance

to detailed surveys

No attempt has been

of accuracy.

Information in

b~eful to engineers

public practice who

tation. Engineers,

measurements of sediment depth at a few locations

based on closely spaced cross sections or contours.

made to classify the surveys according to degree

this bulletin and in the supplement should prove

and watershed planning specialists in private and

are concerned with problems of reservoir sedimen-

engineering firms and local government agencies

who have data on similar reservoir surveys are invited to make this

information available to the Sedimentation Committee, WRC, for inclusion

in supplem~nts to this publication.

EXPLANATION OF THE SUMMARY TABLE

Data in the summary table of this bulletin were obtained from the

reservoir sedimentation survey data sheets contained in the supplement.

Dashes in columns of the table signify that data were unavailable or

that the column is not applicable for tne reservoir.

Reservoirs are grouped according to the 79 drainage areas into which

the United States has been divided as shown in the publication, “River

Basin Maps Showing Hydrologic Stations,” compiled under the auspices of

the Subcommittee on Hydrology, Federal Inter-Agency River Basin

F-2
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2/ An index map of these drainage areas is shown on page F-78,Committee.–

The drainage areas in which the reservoirs are located are shown as

subheadings in the summary table. The first of the two numbers identi-

fying a reservoir indicates the drainage basin in which it is located.

The second number denotes the particular reservoir in the drainage area

and is based upon the order in which the data were prepared. These

numbers are the same as those identifying the corresponding survey

data sheets in the supplement. When a survey data sheet is revised

or when another sheet is prepared with information for additional surveys,

the identification number is modified by the addition of letters beginning

with a; for example, 13-2, 13-2a, and 13-2b.

Total drainage area includes tne reservoir area and the area lying

above all upstream dams but generally excludes noncontributing drainage

areas lying within the watershed boundary. Where available, the drainage

area figure published by the U.S. Geological Survey in Water-Supply

Papers is usually used. The net drainage area is the sediment-contrib-

uting area and generally excludes the reservoir area and the drainage

areas above upstream reservoirs, or other structures which are effective

sediment traps.

The first date shown usually corresponds to the beginning of

storage when sediment deposition began. However, for some reservoirs

the first date represents the date of the contour or range survey made

after the reservoir had been in oper?tion for some time.

For most reservoirs, the storage capacity given is the total

storage below the level of the crest of an ungated spillway or the top

of gates (less gate-height freeboard, if any) of gated spillways.

Where capacity values below tle spillway crest elevation are given,

footnotes are used to explain.

2/ U.S. Inter-Agency Committee on Water Resources, Subcommittee
on Hydrology. River Basin Maps Showing Hydrologic Stations. U.S.
Dept. Corn., Weather Bur., Notes on Hydrol. Activ. Bul. 11, 79 pp., 1961.
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The capacity-average annual inflol::ratio (C/I ratio) was derived

from the reservoir storage capacity and the average annual inflow.

Normally the average annual inflow for the entire period of record

was used to compute the C/I ratios. This time period may or may not

correspond to the period for which sediment accumulation was given.

Generally, the C/I ratio was i~otgiven if upstream structures con-

trolled 25 percent or more of the drainage area.

The specific weight of deposited sediment is an average or weighted

value for the reservoir, determined generally from samples of deposits.

In view of the variations with depth and location within the reservoir,

specific weight is generally an approximation for the reservoir. The

entry is marked by an asterisk where the specific weight is assumed or

is calculated from field data cr the size-frequency grading of the

deposits.

The average annual rate of sediment accumulation (acre-feet and

tons per square mile of net drainage area) pertains to sedime,~t

deposited in the reservoir below the full pool elevation. sediment

deposited in deltas above full pool level or sediment discharged from

the reservoir is not included unless explained by footnote. For

reservoirs with more than one survey and where the latest survey

indicated an increase in the specific weight of deposited sediment,

the annual sediment accumulation rate in tons per square mile was not

always computed in the same manner. For some reservoirs, compaction

of earlier sediment was considered and in others it was not. All of

the deposited sediment was assumed to have been transported into the

reservoir by water.

The agency supplying data is shown in the last column of the table.

This agency either has the basic data available or has access to it

through cooperative arrangements. The symbols used in this column

apply to the following agencies:

F-4
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ARS - Agricultural Research Service ODW - Ohio Department

BR - Bureau of Reclamation
Natural Resources--
Division of Water

GE - Corps of Engineers Scs - Soil Conservation
FS - Forest Service Service

GS - Geological Survey TVA - Tennessee Valley

IWS - Illinois State Water
Author~?y

Survey

FORM FOR REPORTING RESERVOIR SEDIMENTATION

A completed sample of the reservoir sedimentation data sheet from

the supplement is shown on pages F-79 and F-80. This sheet is a

convenient and standard form for reporting results of reservoir surveys.

An invitation is extended to readers, particularly those practicing

engineering individually, in engineering firms, or in local government

agencies, to prepare sheets covering surveys known ‘tothem but not

included in this publication. A blank “Reservoir Sedimentation Data”

sheet is enclosed as a tear sheet on pages F-81 and F-82. Additional

data sheets may be obtained from the department offices listed on the

title page or the form may be reproduced if desired. The completed

forms may be sent to any one of the agencies represented on the Sedi-

mentation Committee for inclusion in supplements to this bulletin.
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RESERWR SE04MENT

OATA WMMW

~

.

t

.

CONCE3A6 REWRVOIR
NAME Of RESERVOIR AT.% h-. --

OATASNES’7’~.

L WC. g3 7WP. 14N

~. La? ~~” 94’ 1O-L- 104” 11’ ]9. SP$LLWAVCREST ELSV. 4s01 u

a S?ORA43S 13. ORfQINAL 14. GRoss sv~, 1s. ONE

ALLOCATION TOP OF POOL SURFACE AREA. ACRE -~1~” AcR~*E~ ACR&FES’T STORAQSBEGAN

s FLOOD CONTROL 4.218 18.715 201.834

>. Mmnnx usE I

16, MTE NOR.

I
—..---—

;– Wiilim SUPPLV I b4AL OPER. emw+

I. IRRIGATION

CONSERVATION I 440 1 10.079 266,412 I 369.s78—
1. RNAC7W2 1 1

—----
I 4JE5 a,aiw 1 109.ss6 102.sss I

f. LENGTH OF ft~fi ~ 283 MILESrAV.WIBTH OF RESSRVOIR 4

B. TOTALORAINAQEARSA 7,409 sQ. Ml. 22. MEAN ANNUAL ~CclMTATloN 163 INCMES

9. NET SEOIMENTCONTRIBLmNQAREA 6,976 SQ. Ml. 23. MSAN ANNUAL RUNOFF o.4s6& ( SS.6) INCH=

0. LSNQTH MILSS: AV. WIOTH 7S MILES 24. MEAN ANN~L RuNoF~ 1s2.200 (6 .306 AC..F t
lLXI

UAL TEMP MSAN 49” RANOE 90.75 ~

+ 26 I m- 7YPE OF 130 NO. OF RANGES~31. suRFAcE 132. CAPACtW. 133. C/l. RATIO.
GRmo ~

1, k&42LELSV.

my 1940
June 1942
Nov. 1942
Oct. 1944
Feb.1946
oti.ma
D&. 1970

6’~;Ey &

Mmy 1940
Juee 1942
Nov. 1942
Oat. 1944
Feb.1949
OCL.1s$8
Oot.1970

?6. DATE OF
SURVEY m

May 1940
Jum@1942
NOV. 1942
0c4.1944
?ab.1949
w 1953
O#L.1970

.a.000 ! MIN. ELSV. A074 125. ANN

CL. I ‘-- Sufiiv 10R CONTOUR IN;I ‘- &A. ACRESI ACRE-FEET lAC.-FT.~t? AC..fi-------
tsARs - ,

contour 10* 1s,716 S01,112 Ala
1.4 1.4 14 rmlgu s6S.712 8.12

Rm@ 24 HiO@S 68::;; 204
28 rc41tfM 8.02

: 1:s I ‘z~b

19,34s 5’?ti7b3 8.66
, :C1l’ 13,062 6s6.16: 2.95

13.677 SSQ,79S 2.87

1.9 l“ii.7 I Coniml I 10 fe

6.92-81.76

II
CmtowI 6fosLI M,6S4 , 528,s51 , 2.75

I I 1 u
14
‘ FN%R 35. PERIOD WATER INFLOW. ACRE-FEET ]36.WATER INFL. TO DATE, AC.-FT.

PRECIPITATION a. MEAN ANNUAL I h. MAX. ANNUAL ]C. PERIOD TOTAI I ● . MEAN ANNUAL [b. TOTAL To oATl
I

belt-
14.26
22.40
1260

iii ~% ki hi!!Igi1,07MW0
14.32la68
1s.01
12.04

1 I 1 I

17. PERIOD CAPACITY LOSS, ACRE-FEET 38. TOTAL SED. DEPOSITS TO DATE, ACRE-==

PERIOD TOTAL b. AV. ANNUAL c,’PER SQ. MI..VEAR● TOTALTo ~ATE b. Av ANNUAL e. PSRSQ. MI..VEA

1,400 1,400 1,000 0.14s

14#oo 6,952 0.9S6 16,000 4710 .675
4@oo 20.GOO 5,2s0 .764
48s0 2,2s0 .826 24ms 4#70 .612
1Q6WI 2,460 .858 84940 %.4s0 .466
16,884 1,046 .160 60,81a 2.0s0 .ss1
23.s43 8.1s7 .45s 72,161 2,278 .820

)9. AV QPY WGT., 40 SED. DEP..TONS PER SQ. MI.-YR .41 .STORAGE LO=, =T. 42. S~D. INFLOW ~
Las. PER cu. FT. a. PERIOO b. TOTAL tO DATE a. AV. ANN b. TOT. TOOATE a. PERIOD b. TOT.TOOA1

I , n 1
76.7*
76.7 1,648
76.7
7s.7 541
76.7 SRI
76.7 247
7s.7 74s

286 0.17
1,118 .7s
1.24s .s3
1,000 .71
818 .68
479 .84
687 .88

I

0.28 l&687 16,6S7
2.s6 0,2310 10.177
S.88 11,288 10.s72
4.06 1*.a4s 11,810
5.81 24s02 1s,642
6.47 &74s 12#22

12.00 24!876 la#08

@~
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26. OATCO?
4s. DEPTH OESIQNATION RANGE IN FEET BELOW, ANO ABOVE, CREST ELEVATION

aunv6Y 108 I 106-8s 186-66 [66.66 I w [*= [ 36-W! puaet pc *17 I I?-ail I

9 PSRCENT OF TOTAL SEDIMENT LOCATED WITHIN OEPTH OESMNATK$N

Mey 1940
June l@42
NOV. 1042
C&t. 1944 4 7 10 6 10 15 16
i%b. 1946 :: 4 5 11 :: 14 16

1: : 1:
2

CM. 196s 9 9 8 la 8 7
wt. 1970 9 7 Z2 10 6 6 8 ;: m 4 1

%s.f2mPJw 44. REACH DESIGNATION PERCENT OF TOTAL ORIGINAL LENGTH OF RESERVOIR

Suw 0-1o I10-20I20-M I80-40 [40-60[ 20-601 60-70] 70-m ] 60-40 ]4O-1OOJ - 106[ -1)01 -116[ -1201 -126

PERCENT OF TOTAL SEOIMENT LOCATED WITHIN REACH OE91GNATION

6/
May 1940– 114 28 .? .26 -lt3 2 s. c

30 22 7 10 1s 18

June 1942 6 8 4 22 14 27 18 2
20 21 -1: 12 13 27 5 14

Nov. 1942 6 2 E. 8 16 16 2>

-1 0 1 2 19 57 n

$’4. RANGE IN RESERVOIR OPERATION
wAm WAR MAX. Mxv. MIN. ELEV. INFLOW AC..F7. WATER YEAR MAX. CLCV. MIH. CLEW ‘ l14fL0u& *ff.

?9’47 4202.46 4.199.00 129,330 1959 4,200.88 4108.40 112.820
1948 h201.46 4,195.68 154.700 1960 4,19s.37
1949

4192.66
4,200.97 4,192.bo

181,620
168,260 1961 4,201.76 4,196.66 316,440

1950 4J98.6e 4,186.86 181,410 1662 4,201.la 4,19a.oa 119.260
1961 4,194J36 &18L24 106.770 1988 4,198.01 4.176.18 70,510
1952 4,184.16 4.168.28 126,990 1964 4.176.68 4156.0s al.060
1969 4.176.16 4.162.07 107.s60 1965
1954 4.173.22

4#01.83 4J57,61
4,1S5.60

864,190
32.030 1966 4,200.77

1966
4,192.25 108.660

4.190.37 A167.1O 297.760 1967 4.196.96 4,186.79 142,740
1956 4,169.96 4,173.19 61,880 1966 4,193.19 4J82.51 lla.lso
1957 4,175.40 4.16$80 128,930 1969 4,199.65 4.160.65 192J330
1956 4,201.$2 4.173.97 336,610 1970 4,197.65 4.189.30 105.6S0

$6. ELEVATION-AREA-CAPACITY OATA

EL2Mmow ARCA i CAPACW’, “- - llLEVATtON AR6A . CAPACITY EL2VA7’ION AREA
—... I CAPAC17Y

4,230 16+380
I

709.?-,1 4,180 5,613 17S,912 4J1O all 1,299
4,220 1*I1O -i 4,170 4,823 125,102 4,100 2 24
4,218 13,664 .: 4,1s0 3,394 86,619 4,0s0 1 9
4.210 11,645 446, {$6 4,160 2.842 66,346 4.060 2

4,201 9,692 330,124 4,140 1,959 33,496 4.070 0 0

4,200 9,463 320,546 4,130 1.323 17.170 4,060 0 0
4,190 7,290 287,119 4.120 797 6,690

SiIiRKS ANfY ~QFEREP4CES

~ Emergmwy Spillway &cat at 4218.
~ Cnncbaa 13.8 tnilms.
~ from clirnctlc. Atlacdated June 1968.
~ Tbic flmrrc affectwd by water take. out abcwc zcccrvoirfor irrigation.
6J Totde computed to end of .cch month cbown
~ Only dctes computed.

8. AQENCY MAKING SURVEY Alburmerqw Diatrk?t COmS of E@IUXZIX

% AtlENCY SUPPLYING OATA Corpsof En@neem ~. DATE ~

AnAi ~

F-80
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RESERVOIR SEDIMENT
DATA SUMMARY

NAME OF RESERVOIR

OATA SHEET NO. -

1. OWNER [2. STREAM 3. STATE

4 SEc. T-WP. RANGE !5. NEAREsT P O.
—-

6. COL3NTY

7 LAT. * ‘ * LoNG. b ‘ “ 8, TOP OF OAM ELEVATION 9. SPILLWAY CREST ELEV,

~0, sTORAGE 11. ELEvATION 12. ORIGINAL 13. ORIGINAL 14, GRoSS STORAGE. 15. DATE
ALLOCATION TOP OF POOL SURFACE AREA, ACRES CAPACITY. ACRE.FEET ACRE-FEET STORAGE BEGAN

a. FLOOD CONTROL

b. MULTIPLE USE

c. POWER

d. WATER SUPPLY 16. DATE NOR.

e. IRRIGATION
. MAL OPER. BEGAN

f. cONSERVATION

g. INACTIVE

7. LENGTH OF RESERVOIR
r

MlLES Av. WIDTH OF RESERVOIR MILES

8. TOTAL DRAINAGE AREA sQ. Ml, 22. MEAN ANNUAL PRECIPITATION INCHES

-T SEDIMENT CONTRIBUTING AREA SQ. Ml. 23. MEAN ANNUAL RuNOFF INCHES

tO. LENGTH MlLES ; AV. WIDTH MILES 24, MEAN ANNuAL RuNoFF AC..F T.

?1. MAX. ELEV.

Z6. DATE OF

SURVEY

!6. DATE OF
SURVEY

t6. DATE OF

SURVEY

?6. DATE OF
SUFtVEY

:,.
PERIOD
YEARS

34. PE
AN

PRECI

lMIN. ELEV.

r

!8. 29. T_VPEOF
AcCL.
YEARS

SURVEY

T
)D
IAL

35. PERIOD

“ATION a. MEAN ANNUA1

I

37. PERIOD CAPACITY LOS

I. PERIOD TOTAL lb. Av. ANNUAL

[25, ANNUAL TEMP: MEAN RANGE

)0, NO. CF RANGE

OR CONTOUR IN’

lATER INFLOW,

b. MAX, ANNUAI

, ACRE-FEET

PER SQ. Ml..YE/i

19. AV. DRY WGT., 4D.SED. DEP., TONS PER SQ.lkll,-Yf
LBS. PER CU. FT. ~. PER,OD

b, TOTALTO DATI

Im 1

F-81

3, C/I, RATiO,

w,. F7. PER AC..FT.

1 1

6. TOTAL SED, DEPOSITS TO DATE, ACRE-FEET

T
I. STORAGE LOSS, PCT.142. SED. INFLOW, PPM

.AV. ANN. b. TOT. TO DATE a. PERIOD .b. TOT.TO DATE

----- .-

--- —.-= ,.+ —.—. —____ ———_



43,
6. DATE OF

DEPTH DESIGNATION RANGE IN FEET BELOW, ANO ABOVE, CREST ELEVATION

SURVEY I I I I I f I I I ! I
PERCENT OF TOTAL SEDIMENT LOCATED WITHIN DEPTH DESIGNATION

~, DATE OF
44 REACH DESIGNATION PERCENT OF TOTAL ORIGINAL LENGTH OF RESERVOIR

SURVEY o-1o 10-20 20-30 30-40 40-50 50-60 60-70 70-00 80-90 90-l W -105 -110 -115 - 120~ -]~~

PERCENTOF TOTAL SEDIMENT LOCATED WITHIN REACH DESIGNATION

. RANGE IN RESERVOIR OPERATICJN

WATER YEAR MAX ELEV. MIN. ELEV IN FLOW, AC FT. WATER YEAR MAx, ELEV. MIN. ELEV. INFLOW, AC. -F7,

6. ELEVATIGN-AREA-CAPACITY DATA

ELEVATION AREA CAPACITY ELEvATION AREA CAPACITY ELEVATION AREA CAPACITY

7.REMARKS AND REFERENCES

KAGENCY MAKING SURVEY

]. AGENCY SUPPLYING OATA 50. DATE

. . . . . . . . . . . . .
“ ..> . . . . . . . . . . . . . !,.. kzc
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REFERENCES FOR APPENDIX F

Miscellaneous Publication No. 1266, U.S. Department of Agriculture,

Sedimentation Laboratory, Oxford, Mississippi, July, 1973.
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APPENDIX G

INITIAL DILUTION TABLES

The Tables are ordered as follows:

Tables Port Spacing (PS) (Diameters).—

‘1—

1-20 2

21-40 5

41-CO 10

61-80 25

81-100 1000 eff”uent from each port

as a single plume)acts

Current Velocity to Effluent
Tables velocity Ratio (k)

N9

1-5 0.1

6-10 0.05

11-15 0.02

16-20 0.00 (no current)

Tables Composite Stratification Parameter (SP)

‘3—

1 2d0 (high stratification)

2 500

3 2000

4 10000

5 infinity (no stratification)
——

After finding
‘1’ ‘2’

and N3 the appropriate Table number is:

N1+N2+N3-2

G-1



TABLE 1

DIFFUSER PLUME DILUTION
PORT SPACING= 2 DIAMETERsa STABILITY STRATIFICATION PARAMETER= 200

CURRENT TO EFFLUENT RATIO =[;.1O

DKN91tlHR1C F8CNIDE NUNBEN

1 3 10 30
RlaE{DiAl

100 !iOoo
-------ODO--9*-wemmm-m-m =m.aJmm0ama9-w . . . . . . . . . . . . . . . . . . . . . . . . . . ..-..m.-m-... . . . . . . . . .

2,2[ 0.41
2.7

3.3

3.8

4,2

4,7

5,6

6,6

7.8

9.2

11.3
i3,5( 25.0)

2.!f fJ,OJ
4.3

5*L

5,7

6,2

6,7

7,7

Be6

9.9

1!,2

13,6
14,3( 21.7)

16.2

2.1( 0,01
7.0

e,5

9.5

10,3

11,1

12,6

13,8

15.9

17.6
le.i( i5,91

21.0

2*1L 0,0)
13.0

15.8

19*9

19.6

21,1

23,6

26,0
27,1( 10.O)

29,4

33.6

I
2.1[ 0.01 :

40.5 t
:
I

60.9 t
I
1

70,5 I
75,5( 3,69 t

t
70.7 !

I
t

80,6 t
1
!
1
I
1
t
t

-t
I
t
1
;

G-2
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TABLE 2

DIFFUSER PLUME DIL.UTiON
PORT SPACING = 2 DIAMETERs* STABILITY STRATIFICATION PARAMETER =500

CURRENT TO EFFLUENT RATIO= O.1O

DFtISXMETRIC F$/OUDE NUNBEH

i 3 10 30 100 1000
N!Jw(OIA) .Q..---.m.- -.a..-.a... .eee.--,ge.- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..*..--

1 r)
; P]
:
: T)
: Ml
:
: T)
: M]
:
: 1)
: P]
:
: T)
: W]
:
t T)
: u]
1
: T)
1 PJ
.

; T)
: Ml
:
t T)
: Idj
t
z ‘T)
: N]
:
: T)
: ml
1
: T)
: N]
:
g T)
: M]
:
: T)
: P]
:

1,9

2.7

3,6

4.3[ 3,81
4.5

5.4

1.0

8,5

10.9

13.j

16.7

20.3

25.5
26.5( 34,kI)

30.7

2.2! 0.4] 2.1[ O.O) 201[ 0.01
2.7 4,3 7,0

3.3

3.i3

4.2

4*7

5.6

6.6

7.8

9.2

11.4

13.6

i6.9

20.8

5,1 6,4

5.7 9.5

6,2 10,3

6*7 11.1

7.6 12.5

B,5 13.7

9,0 15.s

13.0 20.0

15.0 22.8
25.6( 30.0)

18,5 27.5
21.4[ 39,2)

22.9 33.4
2!.0( 42.6]

26.5 32.2

2.9[ O,OJ
!2.9

i5.e

17,7

19.4

20.0

23.3

25.3

20.0

30,7
35.0[ 20.2)

39*4

2.1( O.OJ
40.1

bf),l

75.5

01.5

93.0
9403( 7.3)

104.0

1
r
z
:
:
t
!
!
1
:
:
:
:
1

:

:

:

I
:
:
:
:
:
:
t
:
:
:

t
:
:
:
:

: ?)
: m)
. . . . . . . . . . . . . ...*--- --am...e.e. . . . . . . . . . . . . . . . . . . . . -.s......e . . . . . . . . . . . . . . . . . . . . . . . . .

..,
:
:
$
I
:
c
:
8
:
:

t31b i%~ MAX Rt?AL
(3I4 PERMITTED IIISE 59,3{ 5v02’) 49.9( 61.0) 36.9( 56,S) 37,0( 45,6) 48,3( 3t.9) 131.0( 11.7)
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TABLE 3

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.10

DE1/SIMCTRIC FROIJDt NUMf3Ek

1 3 10 30 100 1000
RIS&(DIA) -------- -------- ----.--m -------- -------- --------- ---a---- ---w---- -.”----- -------- . . . . .

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

.

: r)
: w]

:

: T)
: M]

:
: T)
: w]

:
: T)
: r:]

:
: T]

: Ml
:
: T)
: M]

: T)
: hi]

:
: T.]
: Ml

:
: T)

: P]

:
: T)
: t.’]

:
: T)
: ~~
:
: T)

: ~1
:
: T)

: ‘J
:
: T)
: P]
.

; T)
: u)
:
: ‘r)
: M]

:
: T)

V3:
:
: T)

: *I

1.9

2.1

3.6

4.3[ 3.8)

4.5

5.4

7*O

8.6

10=9

13.2

17.0

20.8

26.-J

33.1

41.6

52,0
52.6( 71.31

63.2

2.2[ 0.4]
2.7

3.3

3.8

4.2

4.7

5.6

6.6

7.9

9.2

11.+

13.6

17.0

21.0

26.2

32.9
41.3( 90.3)

53.1

2.1[ 0.0]
4.3

5.1

5.7

6.2

6.7

7.6

8.5

9.7

10.9

12.8

14.7

17.8

21.3

25.9

3?.7
41.1( 89.4)

41.6

59.6

2.1[ 0.0]
7.0

8.4

9.5

10.3

11.0

12.4

13.6

15.3

17.0

19.7

22.3

26.3

31.1

37.3

2.1[ 0.0] 2.11 0.01
12.9 48.1

15.8 59 .-?

17.7 67.6

19.3 74.0

20.7 79.8

23.1 89.2

25.1 96.9

27.7 107.0

30.0 116.0

33.9 131.0
132.0( 20.7)

37.5 145.0

42.8 176.0

413,8
56.1( 53.4)

56.7

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

45.9 67.2 :
47.1( 72.5) :

:
57.9 :

:

:
:
:

. . . - - - . . . - - - - “ - -. - .- -- -- -- -- - - . - -- . - -- -- - - -- . . -- -- -. - - -- -- - . -- - . - - -- -- . - -- - - -- -- - . -- --

(3XL AT 4!.IX REAL
3R PERMITTED RJSF L25.O(102.O) ~b.l(12H.o) 7b.2(175.0) b9.S(lflh.0) 78.7[ 82.7) 184.0( 33.4)
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TABLE 4

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.10

DENSIHE?RIC FROUDE MUPHER

1 3 10 30 100 1000
RlsF(nIA) --------- ----. . . . . . . . . . . . . . --------- --------- --------. --m” ----- ----------------------

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

148

190

244

: t]
: WI
:
: T)
: M)
:
: T)
: u]
:
: T)
: w]
:
: T)
: P]
:
: T)
: PI
:
: ‘r]
: %]
:
: T)
: PJ

:

: T)

: Mj

:

: T)

: Y]
.

i T)

: M]

:

: T)

: MJ

:

: T)

: +1

:

: 9)

: n]

:

: T)

: ~1
:
: T)
: IJJ

:

: T)

: M)

:

: T)

: M]

:

1.9

2.7

3.6

4.3[ 3.,61
4.!5

5.4

7.0

8.6

10.9

13.3

17.0

21.0

27.1

33.8

42.8

54.9

69.3

87.0

109.0
: T) 117.0(161.0)
: P]
: 133.0
: T)

: Ml
:

:
2.2[ 0.4] 2.1[ 0.01 2.1[ 0.01 2.1[ 0.01 2.lC 0.03 :

2.7

3.3

3.8

4.2

4.1

5.6

6.6

7.9

9.2

11.4

13.6

17.1

21.1

26.3

33.3

41.9

52.6

66.5

83.9

4.3

5.1

5.7

6.2

6.7

7.6

0.5

9.7

10.9

12.8

14.7

17.6

21.0

25.3

31.1

3a.3

47.5

60.1

77.5

7.0

8.4

9.5

10.3

11.0

12.4

13.6

?5.3

17.0

19.7

22.2

26.2

30.5

36.5

44.0

53.8

66.2

02.9

12.9

15.6

17.7

19.3

20.7

22.9

24.9

27.7

30.0

33.6

37.2

42.5

4e.f

55.3

64.7

76.0

90.4

109.?

48.1

59.7

67.6

74.0

79.3

Ll@.o

95.6

105.0

113.0

125.0

135.0

149.0

163.0

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
a
:
:
:

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

180.0 :
200.0( 6R.9) :

:
201.0 :

:
:

220,0 :
:
:

:
:
:

101.0(182.0) 11~.o[lso.o) :

:
106.0 133.0 :

91.5c2n9.01 qo.4(717.ol :

107.0
:

107.0 140.0 :
: T)
: Ml

,, :
:--------- --------- -------.- ---------- --------- -a-e-e--- --------- -.--..--,s -c------- -e--

OIL AT ,*AX ~k:AL
OR PEHPITTED ~lSE 225.0(73U) ?24.0(?93.()} 1“~6.o(297.o) 152.o(26~.0) 15s.o(224.~) 244.0( 99.9)
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TABLE 5

PORT

RISE(DJA}

i

2

3

4

5

7

9

12

15

70

, 25

33

42

54

70

90

115

148

190

244

DIFFUSER PLUME DILUTION
SPACING = 2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.10

DENSlf4k’TttIC FROUIW MUMBER

1 3 10 30 100 1000
---. . . . . . . . . . . . . . . . . *.=...==== ------.=-. .-...-m--- ----=----- --.--.” ------------- .--*-

: M)
:
: MJ
:
: M]

:
: PI
:
: M)
.

; P)
:
: MJ
:
: MJ

:
: Ml
:

: Y]
:
: M]

:
: M]

:
: M)

:
: M]

:
: M]

:
: !41

t
: u]

: Ml
:
: !4)

:
: u]
:
: &J

$.9

2.7

3.6
4.3[ 3.8]

4.5

5,4

1.0

S.6

10,9

13.3

17*1

21.0

27*1

34.0

43,1

55.3

71.0

89.6

115.0

147.0

188.0

2.2[ 0.4] 2.1[ 0,0] 2.11 0.0] 2.1[ 0.0] 2.1[ 0,01 :
2.7

3.3

3.8

4.2

4.7

5.6

6.6

7.9

9.2

11.4

13.6

17.1

21.1

26.3

33.3

42.2

53.0

67.5

95.8

109.0

4,3

5.1

5.7

6.2

b.7

7.6

8,5

9.7

10*9

12.$

14.6

17.6

20.8

25.1

30,9

~8.o

46.8

58.3

73.0

92*O

7.0

8.4

9.5

10.3

11.0

12.4

13.6

15.3

17.0

19.6

22*2

26,2

30.5

3b.2

43.7

53.0

64.5

79,5

98.8

123.0

12.9

15.8

17.7

19,3

20.7

22.9

24,9

27.7

30.0

33.6

37.0

42.2

47.8

54.9

64.4

75.!5

89.2

107.0

130.0

15a.o

48.1

59.3

67.6

74.0

79.3

8B.O

95,6

105.0

113.0

124.0

133.0

147.0

159.0

174.0

191.0

21U.O

232.0

t

:
:
;
:
:
:
:
;
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
2

------Z--. . . . . . . . . ------------ ---. . . . . . . . . . . . . . . . . . . . . . . . . . . .C.c-.-.-. ---.*=.-.* -----

DIL AT MAX RE.AL

OR PFRi41TTED RISE 231.0(300.01 134.0(301.0) 111.0(300.0) 149.0(300.0) 188.0(301.UJ 257.0(147,0)

G-6
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TABLE 6

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERs, STABILITY STMTIFICATIOMPARAMETER = 200

CURRENT TO EFFLUENT RATIo= 0,05

DENsIMETRIC FR1’lUK#ENUMFIElt

! 3 10 30
&iitiJt(DIR)

100 1000
.00----. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...-.”..-

8 T)
: M]

i :
: 1)
: Mj

2 :

8 7’)
: k!]

3 :
: T)
t P]

4 8
i l’)
g Pj

~
t
: T)
: M]

7:
t T)
: H]

9 :
8 T)
: MI

12 :
t T)
t n]

is :
: ?)
; H)

20 :
: T)
: u]

2s :
: l’]
: M]

33 $
: T)
: M]

2.1[ 0,0]
6.3

2.1[ 0.01
10.9

13.0

14,s

15.7

16.7

10,5

20.0
22,2( 12.1)

:
2.1[ 0.01 :

36.5 :
?.t[ 0.0]

4,01.9
t
:

44.9 :
:
:

51.2 :
:
.

56.5 ‘;
59.3( 4.6) :

:
61.6 :

:
:

74.0 8
:
:
t
:
:
:
:
:
:
:
t
:
1
t
:
:
r
:
t

2.7 3,2 4.6 7.4

3.6

4.2f 3.7)
4.5

3,6 5.1

4.0 5.5 13.a

5.4 4.4 5,ti 9.3

6,9 6.4 10.2

8.4 5,9 7,0 11.0

10.4 7.0 7.7 12.0

12.5 8.1 e.s 13.0
14.2( 18,R)

14.6

24.2

15.6
i6,5( 2tc6)

la.4

9,0 9.7

il,4
12.1( 27.2)

t3.8

10.9
11.t( 25,9)

13.0

16.5

----------- . . ..-e--e-* .W-.--cam-a- .--..-...-* .--s -------- ----------- .- . ...-=---- . ..-O=

DILi AT MAX REAL
I)u PF.PMITTED RISE 29.4( 31.7) 20,4( 40.7] 17.0( 40.3) 19,6( 30.5) 29.9( 19,6) 81.1( 7,4)

G-7
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TABLE 7

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFICATIONPARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.05

[)FI$SIMP.TKIC FltfJUPF NUPBF17

1 3 10 30 Ion
MISK(OIA)

1000
. . . . . . . . . . -------- . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . ----------- -e.- . . . . . -------------

“ 7)
; P]
:
: T)

: u]

:

: 1)

: w]

:

: T)

: w]

:

: ‘r)

: M]

:

: T)

: ?1
.

; 1)

: ‘4]

:

: T)

: ~1

:

: T)

: )A)

:

: T)

: f’1)

:

: r)

: M]

:

: T)
: ~1

: 1)
: VI
:
: T)
: M]

:
: T)
: M]

:

2.1[ 0,0]
10.9

:
2*lr 0.0] :

36.5 :
:
:

44.6 2
:
:

50.2 :
:
:

54.9 :

:
:

59.3 :
:
:

66.2 :
:
:

72.4 2
73.5( 9.3) :

:
82.”; :

:
:
1
:
1
:
:
:
:
:’
1
1
:
:
:
:
:
:
!
:
:
1
:

2.1( 0.41
2.6

2.1[ 0.0]
4.0

2.1[ 0.0]
6.3i

2

3

4

5

7

9

12

Is

20

25

33

42

54

70

1.9

2.1

3.6

4.31 3.71
4.5

5*4

6.9

8.4

10.6

12.7

16.2

19.6

24.6
2>.8( 35.4)

29.4

3.2 4.6 7.4 13.0

3.6 5.1 8.1 14.4

4.0 5.5 S.R

4.4 5.8 9.3 16.6

5.2 6.4 10.1 18.2

5.9 7.0 10.9 19.7

7.0 7.7 11.9 21.4

8.1 8.4 23.1

9.9 9.6 14,1 25.4
27.5( 24.5)

27.011.7 10.7 15.6

f4.4 i2.!J

17.4
18,6( 46.3)

21.0

14.4
15.9{ 48.6)

17.3 24.2

22.8
: ‘r)

: M]
-e------- . . . . . . . . . . . . . . . . . . ~.-.---m- -.*-

DIIJ AT fIIAX RFAL
nR PEkMJ’~7FD RISE 50.6( 51.5) 34.9( 68.lJ 26.9( 73.21 2702( 5n.t) 37.4( 39.8) 101.0( !5,0)

G-8



TABLE 8

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.05

DFNSI!-+KTRIC FROUCE !’UMBER

1 3 10 30 100 1000
RXSF(DIAI -------- -------- -------- ----=--m -“------ --------- -------- -------- -----.-- ----m--. -----

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

9C

115

148

:
2.1[ 0.0] 2.1[ 0.01 :2.1[ 0.4]

2.6

3.2

3.6

4.0

2.t[ 0.0]
4.0

2.1[ 0.01
6.31.9

2.7

3.6

4.3[ 3.71
4.5

5.4

0.9

9.5

10.6

12.8

16.4

20,1

75.8

32.0

39”0

49.6
51.1( 72.6.!

Loeo

10.9

13.0

14.4

15.6

16.6

18.1

19.4

21.1

22.6

24.8

26.7

29.6

32.7

36.7
41.4( 68.8)

41.8

48.7

36.5 :
:
:

44.3 :

:
:

49.8 :
:
:

54.5 :
:
:

58.0 :
:
:

64.4 :
:
:

69.5 :
:

:
76.6 :

:
:

82.3 :
:
:

91.3 :
:
:

99.4 :
101.()( 26.5) :

:
112.0 :

:
:

131.0 :
:
:
:
:
:
:
:
: —

4.6 7.4

5.1 .9.1

5.5 8.7

4.4

5.2

6.0

7.1

8.2

5.8

5.4 10.1

6.9 10.9

7.7

8.4 12.6

9.5 14.010.1

11.9 10.6 15.2

12.4 17.1

14.3 19.2

16.$1 21.9

20.2 25.3

14.8

}8.0

22.3

27.7

34.3 24.4 30.1
.36”7( 98,7’) 29.6(115.0) 31.9( 98.1)

41.5 36,7

.37.9

:
:

:
:
:
:
:

G-9
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TABLE 9

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STAf31LITY STRATIFICATION PARAMETER = 1000O

CURRENT TO EFFLUENT RATIO =0.05

nENSI%KTRIC FROltDE tJl)MfiEU

1 3 10 30 100 1000
RISE(I)IA) --.-w--- . ------- ----..-- ~m-q---- -..----”- -------- --w----- -------- s.-.---. -------- -..---

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

li5

148

190

244

: T)

: YJ
:
: T)
: u]
:
: T)

: ~1
:
: T)
:Vl
:

: T)

: Ml
:

: T)
: u]

: T]
M ]:

:
: T)

: Ml

: T)
: *1
:
: ‘r)
: ~1
:
: T]
: M]

:

: ~)

: PI
:
: T)
: p]
:

?):
: Pt

:
: T)

: Ml

: ‘r]

: M!
.

i T)
: WI
:
:-r)
: v]

:

: T]
:~;
:
: T)

: ~1

:

: T]
: *1

1.9

2.7

3.6

4.3[ 3.71
4.5

5.4

b.9

9.5

10.?

16.6

20.2

26.0

32.7

41.3

52’,7

66.6

83.1

I!olf 0.4J
2.6

3.2

3,6

4.0

4*4

5.2

6.0

7.1

$.2

10.1

11.9

14.6

i8.2

2>..6

28.4

35.7

44.6

55.8

69.6
EII.4{229.0)

~5e9

2.$.[ 0.01 2.1[ 0.0] 2.11 0.01
4.0

4.6

5.?

5.5

5.8

5.4

6.9

7.7

8.4

~.j

10.6

12.4

14.:!

ib.R

2f)*2

24.4

‘2q#,l

3f..4

$C.g

55,,8

6.3

7.4

0.1

8.7

9.3

10.i

10.6

11.8

12,6

i3.9

15.1

11.0

IH.’7

21.4

24.6

28.6

33.5

40.0

4a.5

00.4
64.0(2135,0) eh.1)(76-}.o)

10.9

13.0

14.4

15.6

16.4

18.1

19.4

21.1

22.5

24.6

26.5

29.2

32.2

36.0

40.4

46.1

53.0

62.1

74-0
77.7<204,0)

.99.$

:
2.1[ 0.0]. :

36.2

44.3

49.8

54.1

58.0

63.9

69.0

75.5

E!O.8

8S.6

95.4

105.0

113.0

124.0

126.0

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
:
:

151.0( 89.s} :
:

isl,o :
.:
:

170.0 :
:

-------- .-.----

G-1o
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TABLE 10

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO =0.05

1 3 10 30 100 10QO
~lSE(DIA) .----”--- --------- ---e---.- ------------------ --m------ m-------- --------- --Q.---*- ----

: MJ

:
: w]

:
: *]

:
: M)

:

: v]

:

: ‘4]

:

: ~1
:
: u]

:

t ,*I
:
: b!]
:
: ~1
:
: w]
:
: ~1
:
: Ml
:
: P]
:
: M]
:
: M]
:
: w]

:
: M)
:
: Y]
:
: NJ

1.9

2.7

3.6
4.3[ 3.71

4.5

5.4

6.9

8.5

10.7

12.9

16.6

20,2

26.2

32.7

41.6

53.0

bill

86.3

110.0

141.0

180.0

2.1( 0.4] 2.1[ 0.01 2.1[ 0.01 2.1( 0.0] 2*1[ O*OI :

2.6

3.2

3.6

4.0

4.4

5.2

6.0

7.1

0.2

10.1

11.9

14.9

18.2

22.6

2$.6

36.0

45.2

57.5

73.0

92.7

4.0

4.6

5.1

5.5

5.8

6,4

6.9

7*7

0.4

9.5

10.6

12.4

14.3

16.8

20.2

24.4

29.6

36.5

45.1

56.3

6.3

7.4

8,1

8.7

9.3

10.1

10.8

11.8

12.6

13.9

15.1

16.9

18.9

21.4

24.6

28.4

33.1

39.1

46.8

56.5

10,9

1>00

14.4

15.6

16.4

18.1

19.4

21.1

22.5

24.6

26.5

29.2

32.2

35.7

40.3

45.7

52.2

60.9

71.3

64.0

3b.2

44.3

49.8

54.1

58.0

63.9

69.0

75.0

80.9

88.2

94.5

103.0

112.0

121.0

i32.O

144.0

156.0

172.0

iB9.o

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
;
:
:
:
:
:
:
:
:
:
z

:

:
. . . . . . ..- . . . . . . . . . . . . . . . . . . -Q.-.m.-.. --.-Q---- --------- .--=--e.- ------------------ ---=

Rt’AL,
UK PEHMIT”IED HISE 221.0(300.01 113.0(301.0) 67.6(300,0) 66.5(301.0) 98.4(301.0) 201.0(221,0)



TABLE 11

DIFFUSER PLUME DILUTION
PORT SPACING =2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO = 0.02

DE!dSlMET141C FROUDK NIIMBE.M

1 3 10 30 i 00 1000
RXSE(DIA) . . . . . . . . ------------- . . . . . . . . . . . . ...-.*.. -------------------- . . ..- ce..m.-.m.. -a*--.-a.

: T’)
: M]

:

: 1)
: ~)
:
: r)

: Ml
:

: ‘i)

: ~)
:

: 1)

: M)

:
: 1)
: ml

:
: T)
: M]

:
: T)
: WI
:
; T)

!4 ]:

:

: T)
: M]

:
: T)

: ~1
:
: T)
: M]
:

: T)
: M]

a

: T)
: u]

1.9

2.7

3.6

4.2[ 3.71
4*5

5.3

6.8

8.2

10.3

1202

15.3
16,2( 21,9)

$7.9

2.1[ 0.41
2,6

3.1

3,5

3.9

4.3

5.0

5.7

6.7

7.7

9.3

10*9
:1.6[ 213.0)

13.0

15.5

2.0( 0.0]
3.8

4.4

4.fj

5.1

5.4

S*O

6.4

7.0

“7.6

8.5

9.3
9.9”( 20.3]

irlo~

12,2

2.0! 0.01
5.8

6.7

7,4

7.8

8.3

8.9

9.5

l~,s

10.9

12.0
22.2( 21,4)

j3,0

2*O[ 0.0]
9.7

ti.?

12.4

13*3

13.9

15.2

16.2

%7.6
18.5( 14.2)

Y8.9

7?..1

2.0[
27.6

33.3

37,2

40.5

43.4
45.5(

48.8

55.7

:
0.0] t

:

:
:
:
;
:
:
:
:
:
:
:
:

5.81 :
:
:
:
:
:
:
:
:
:
:
:
:
:
:

fifL AT MAX RE4L
IIR P&.P141TTEII RISE 24.0[ 32,1) 15.6{ 42.2) 13.5( 45.!1 t6.0(-33-.2) 24,1( 23,2) 69=7( 9,5)

G-12
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TABLE 12

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TC EFFLUENT RATIO = 0,02

0Ei4Slt4ETRlC FI?WIPE NUl#BFH

1 3 10 30 100 1000
RISF(l)[A) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ~-------- .-=* . . . . . --------- ~-.e..--m ------------- —

—

1

2

3

4

5

7

9

12

15

20

25

33

42

54

7G

: T:
: ~]
i
: T)
: M)
:
: ‘T)
: u]
:
: r]
: Ml
:
: ‘r)
: w]
:
: ‘: )
: h]

:

: T)

: m]

:

: ?)

: M]

:

: T]
: M]

:

: T)

: WI
:
: 1]

: M]

:
: T)
: Ml

:

: T)
: ~J
:

: 1)
: P]

:

: 7)
: k!]

:

1.9

2“7

3.6

4.2[ 3.71
4.5

5.4

6.9

0.4

10.4

12.6

15.9

19.2

23.9
25.5( 35.8)

2J3.6

2.1[ 0,41
2.6

3.1

3,5

3.9

4.3

5.0

5.7

6.a

7.0

9.5

11,2

13.7

i6,5
18.0( 47.8)

19.7

23.5

2.0[ 0.0]

3.R

4.4

4.a

5,1

5.4

6*O

6,4

7*O

7.6

t?.!j

9.3

10,6

12.0
i3*8{ 54.0?

16.2

2.0[ 0.(-)]
5.8

6.7

7.4

7.8

8.2

8.9

9.5

10.2

10.0

11.7

12,)5

13.6

14.9
15.1( 44,2)

lb.5

19.s

2.0[ 0.01
9.7

11.2

12.3

13.2

13.9

15.0

16.0

17.3

18.2

19.8

2i.1
22,3( ?9.6)

23.2

25.8

.
2.0[ 0.0] ;

27.8 :
:
:

33.i :
:
:

36.7 :
z
:

39.6 :
:
:

42.2 :
t
:

46.5 :
g

:
50.2 :

55.3( 12,1) :
;
:
:
:

60.4 r
:
:
:
:
!
:
1
:
:
:
:
:
:
:
:
:
:
1
:
t

,-------------------- --*.---

O[L AT Mh% RI?AL
Oil PFA141T7’?:D RISK 40.5( 52.2) 27.4( 70.$) 19.9( 83.6) 20.5( 7$.6) 29.3[ 48.4) 73.9( 19.6)



. TABLE 13

DIFFUSER PLUME DILUTION
PORTSPACING= ii!CIAt4ETERs9sTAB.IL~T~STRATIFICATIONPARAMETER= 2000

CURRENTTO EFFLUENTRATIO’= 0.02

DENSIMCTRIC FROUW ?iU@10U4

1 3 10
F?ISECDIA)

30 100 1000
.------- -------- -------- ------e- -------- -c------ ---e---- --------- ------=- -------- -----

2 T)
: N]
:
: T)
: Ml
.

; T)

2 Ml
:
: %)

: !4]

:
: T]
: M]

:

: T)
: u]

:
: T)
: u]

:
: T>
: Mj

:
: T)

: %1

:

: T)
: w]

:
: T)

: HI

:
: T)

: ,* ]
.

; T)

: w]
●

; T)
: w]

:
: T)
: WI
:
● T)
; PI
:
: r)
: M]
:
: 1’)
: Ml
:
: T)
: Pj
:

2.or 0.01
27.8

8
t
:
z
:
%
1
:
s
%
8
:
*
s
%
:
:
r
:
:
t
:
:
2
:

:
:

:

z
:
:
:
:
z
:
:
:
:
:
:
:
:
t
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

2.2K 0.41 2.or 0.01 2.0[ 0.01 2.0[ 0.01
9.78

2

3

6

5

7

9

12

15

20

25

33

42

54

70

90

115

146

190

1.’9

2.7

3.6

4.2[ 3.71
4.5

5.4

6.9

8.4

10.5

12.6

16.2

19.7

25.3

31.3

39.1

48.6
50.3( 73.6)

513.4

2.6

3.1

3.5

3.9

4.3

5.0

5.7

6.8

1.8

9.6

11.3

14.0

17.1

21.1

26.2

5.9

6.7

7.4

7.8

0.2

8.9

9.5

10.1

10.7

11.6

12.3

13.4

14.5

15*9

17.6

19.7

3.fi

4.4

4.8

5.1

5.4

5.9

6.4

7.0

7.6

8.5

9.3

10.7

12.2

14.1

16.7

11.2 33.1

12.3 36.7

13.2 39.4

41.9

45.915.0

1s.9 49.1

17.0 53.0

18.0 56.8

61.819.4
. .

20.5 66.4

22.2 92.9
74.s( 3s.41

80.023.8

‘25.6 91.3

28.0
30.3( 87.01

30.832.2 19.7
35.4{102.0)

34.438.9 23.4 22.2
2S.3f129.n) 23.1(124.0)

47.2 27.$ 2S$.7

34.9 32.6

DIL .hT ‘Ax PE&L
& FER”lrTED H1$E 93.9(107.03 61.3f149.o) 43.%[194.03 34.5C194.0) 41.2(1~3.0) 191.0[ 58.2)

G-14
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DIFFUSER PLUME DILUTION
PORT SPACING = 2 GIAFIETERS,!jTAt31LITYSTRATIFICATION PARAMETER = 10000

CURRENTTO EFFLUENT RATIO = 0.02

DE!+ISIMETRIC FpouDE ~uF~RER

i 3 10 30 100 1000
------------------ --------- ------------------ ---=----- ------------------- .“------- ---*

: T)
: Ml
:
: T)
: MB
:
: T)
a P]
:
8 T)
: Ml
●

; T)
: w]
:
: T)
: Y]
:
: ‘r)
: !$]
:
: T]
: Ml
:
: ‘r]
x FJ
:
: T)
: VI
:
: T)
: k!]
:
: T)
: 14J
:
; T]
: MJ
:
: T)
: !41
:
: T)
: P]
:
: T)
: w)
:
: T)
: M]
:
z T]
: MJ
:

1.9

2.7

3.6

4.2[ 3.71
4.5

5.4

6.9

8.4

10.6

12.7

16.3

19.8

25.4

31.8

40,2

51.2

64.0

81.1

101.0
: T) 112.0(16~.o)
: PIJ
: 123.0
: T)
: M]
:
: T}
$ Ml

2.1[ 0.43
2.6

3“1

3.5

3.9

4.3

5.0

5.7

6.U

7.8

9*6

11.4

14.1

i7.3

21.4

26,9

33.B

42.2

52.8

65.8
7t!.6(236.0)

80.9

2.0[ O.OJ
3.B

4.4

4.s

5.1

5.4

5.9

6.4

7.0

7.6

6.5

9.3

10.7

12.2

14.2

16.9

20.1

24.1

29.4

35.9

43.9

2.01 O.OJ
5.8

6.7

7.4

7.8

8.2

8.9

9.5

10.1

10.7

11.6

12.3

13.4

14.4

15.8

17.4

19.4

2;.$

25.1

29.0

34.0

2.0[ 0?01
9.7

11.2

12.3

13.2

13.8

14.9

15.9

17.0

18.0

19.3

20.4

22.0

23.5

25*2

27.2

29.6

32.2

35.6

39.7

45.0
.49.6(289.01

27.8

33.1

36.5

39.4

41.6

45.5

48.8

52.7

56.1

60.9

64.5

70.1

75.2

81.2

Ee.2

96.1

105.0

a
t
3
:
%
8
:
:
:
t
:
:
:
t
:
8
:
:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
:
:
:
:

107.0(123.0] :
:

116.0 :
:
:

134.0 :
:
:
:
:
:

KIIL AF “&x FE~L
Ofl PSRHITTLD RJSP. 161.0(2b3.~) 93.tt(300.QJ 51.7(300.0) 39.1[301.01 50.8[301.0) 140.0(199.0)

G-15



PORT

141SE(I)IA)

1

2

3

4

5

7

9

12

95

? c’

75

33

42

54

70

90

115

148

190

744

TABLE 15

DIFFUSER PLUME DILUTION
SPACING = 2 DIAblETERS,STABILITY STRATIFICATION PARAMETER= INFINITE

CURRENT TO EFFLUENT RATIO = O.O2

D5NS1METRIC FROUOE NUMRFR

1 3 10 30 100 1000
. . . . . . . . . . . . . . . . . . . . ...-..-ee. ---------- . ..e.-=--- . . . . . . . . . . *.--..*-.. ---------------

: Ml
:
: w)
:
: *]
:
: Ml
:
: M]
:
: MJ
:
: d]

: ‘4]
:
: !4]
:
: !4]
:
: Ml
:
: M]
:
: *J
:
: Ml
:
: Ml
:
: ~1
:
: ‘1
:
: ,4 ]
:
: MJ
:
: !M]
:

1.9

2.7

3.6
4*2[ 3.71

4.5

5.4

Ea.~

0.4

10.6

12.7

16.3

19.8

25.6

32.o

40.5

51*9

66.-2

B4*1

108.0

137.0

175.0

2.1( 0.4]
2.6

3.1

3.5

3.9

4.3

5.0

5.7

6.8

7,8

9*6

11.4

14.1

17.3

21.5

?7.1

34.0

42.8

54.3

69.0

~7*7

2.0[ 0.0]
3.8

4.4

4.8

5.1

5.4

!j.~

6.4

7.0

7.6

0.5

9.3

10.7

12.7

14.2

16.9

20.7

24.4

29.8

36.FI

45.6

2.0[ O.(IJ
5.8

6.7

7.4

7.8

R.2

8.9

9.5

10.1

10.7

11.6

12.3

13.4

14.4

15.7

17.4

j9.4

21.8

25.0

29.0

34.0

. . . . . . . . . .“------- .m.--”m.. . . . . . . . . . . . . . . . . ----------- .

2.0[ 0.0]
9.7

11.2

12,3

13.2

13.R

14.9

:5.9

17.0

117.O

19.3

20.4

22.0

23.4

25.1

27,1

2.$?.2

31,0

35.1

3R.7

43.3

2.0[ 0.01 :
27.6 :

:
33.1 :

:
36.5 :

:
39.4 !

:

41.6 :
:

45.5 :
:

48.8 :
:

52.7 2
:

55,7 :

:
60.5 :

:
64.2 :

:
69.5 :

:
74.4 :

:
80.0 :

:
86.4 :

:
93.1 :

:
100.0 :

:
109.0 :

:
117.0 :

:
128.0 :

:
------------------- --------m ---

G-16



TABLE 16

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CURRENTT(I EFFLUENT RATIO = 0.00

DE’hslt4ETRIC FRCIUDE NUMtlER

~ 3 10 30 100 1000
kASF(lJlh) .---. . . . . . . . . . . . . . . . ~...m..-.. .*-------- ---------- .--.--.=-- ..-..”..-* ..--.-*--= ---.-

1

2

3

4

5

7

9

12

15

20

2s

33

12

: T)
:Ml
:
: T)
: M)
:
: T)
: ‘)
.

; T)
: *I
:
: T)
: M]
:
: T)
: ~J
:
: 1)
: WI
:
: T)
: M]
:
: T)
: ~1
:
: T)
: M]
:
: T)
: P]
:
: 1)
: M]
:
: T)
: M]
:
: T)
: M]

1.9

2.7

3.6

4.2[ 3.61
4.5

5,3

6.8

8.2

10.2

12.i

15.1
15.1( 22.0)

17,6

2.11 0.4]
2.6

3.0

3.5

3.8

4.2

4.9

5,6

6.6

7.5

9.0

10.5
11.3( 28.4)

12.5

14.1

2“0( 0.01
3.7

4.2

4.6

4.9

5.2

5*7

6.1

6.6

7,1

8.0

Fi,7
9.3[ ?9.41

9.8

10.8

?.0[ ~.ol
5.6

6.3

6.9

7.3

7.6

8.2

6.7

9.3

9.8

10.6
11.0( 23.2)

11.3

12.4

2.or 0.01
8.9

10.1

11.0

11.7

12.3

13.2

13.9

14.9

15.8
15.9( 1s.8)

17.0

18.7

a... ------- ...-.--.-m*m .-.-.---m.. m-m.ml.~-..- -.=--------- -.--e ------ -----

2.0[
22.2

25.4

27.0

29,6

31.1

33.8
34.0(

36.2

40.8

8
0.0] :

:
:
:
:
:
:
:
:
:
:
:
:
:
:
!
:

7.3) :
:
:
:
:
:
:
:
:
:
:
:

:
:
:
:
$
:
:
8
:
:
g

----------- -==-

DIL AT MAX ltFAIJ
OR PFRWIT7EI) kISi5 20.1( 32,3) i4a2( 4302) 11,6{ 47.8) i3.!4( 3B*e) 19.9( 26.7) 42.8( 12.4)

G-17



TABLE 17

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 506

CURRENT TO EFFLUENT RATIO = 0.00

DENSIMETRIC FNOUf)E NUMBER

1 3 to 30 100 1000
RISL(L)IA) --------- . . . . . . . . . -.e=m...e -e------- --------- -e---.--- --------- --------- --------- ----

i

2

3

4

5

-r

9

12

15

20

25

33

42

54

70

: T)
: ~1
:
I T)
: H)
:
: r)

, : ~]
.

; f’)
: ~1
:
: T)
: WJ
:
: T)
: M]
:
: T)
: MJ
.

; T)
: Ml
:
: r)
$ M]
.

; T)
: P]
:
: T)
: MJ
:
: T)
: MJ
:
: 7)
: ~1
:
: T)
: #!J
:
: T)
: MJ
:

1.9

2.7

3.6

4.2[ 3.61
4,5

5*4

b.R

8.3

10.3

12.4

15.7

18.9

23,5
25.1( ;5.9)

2tJ.2!

2.lf 0.4J
2.6

3.0

3.5

3.8

4.2

4.9

5.6

6.6

7.6

9.2

10.8

13.3

15.9
17.5( 48.4)

18.9

21.8

2.0[ 0.0]
3.7

4.2

4.6

4.9

5.2

5.6

6.1

6.6

‘7.1

8.0

8.7

9.0

11.2

12.7
13.0( 56.5)

14.6

2,0[ 0.01
5.6

6.3

6.9

7,3

7.6

8.2

8.6

9.2

9.7

10.4

11.i

12.0

12.9
13.5( 48.Q)

14.0

15.3

2.0[ n’ooj
8.8

10.1

11*C

11.6

12.2

13.1

13,7

14.6

!5.3

16.4

j7.3

18.S
1!4.6( 33.8)

19.9

21.9

2.0[ 0.01
22.2

25.4

27.7

29.2

30.7

32.9

34.8

37.2

39.3
39.8( 15.9)

42.6

46.5

:
:
z
t
$
!
t
t
x
:
8
8
:
:
:
:
$
:
:
:
t
:
8
:
t
:
:
t
:
:
t
1
:
:
:
:
:
:
:
:
:
:
8
:
2
1
:

-------- -------- -------- -------. -------- --a----- ---+--e- -------- --.--m-- -------- -----

!llL AT MAX PEAI,
(Ii+ P6~wlTTFD RiSF 31.5( 52.6} 22.0( 72.5) 16.3( 89.0) 16.8( 90.4) 23.3( 57.1) 49.7( 26.7)

G-18



TABLE 13

DIFFUSER PLUME DILUTION
PORT SPACING = 2 DIAMETERS, STABILITY STRATIFi.JATIONPARAMETER ~ 2000

CURRENT TO EFFLUENT RATIO = o.oo

CIENS1*~’JIF1cFl?O!lI)EPUMBEP

t 3 10 30 100 1000
KISE(DIA) . -- . - - -- - - ----- . - - - -“ .- . --- - . . . . . - . - -. - - - ---- -. ---------- . . . --.*----- - - - -. - --- .- . . ---

1

2

3

4

5

7

9

12

15

20

25

.33

42

54

70

~o

115

146

190

DIL AT PAX

: T)
: Y]
:
: T)
: M]
:
: T]
: ~1
:

: T)
: M]

:
: TI
: w)
:

?):
Y]:

:
: ‘r)
: M]
:
“ T)
; w]
:
: T)
: 84]
:
: T)
: P]
.

; T)
: ~1
:
: T)
: u]
:
: ‘r)
: M]
.

; T)
: ~1
:
: T}
: W]
:

: T)
: .$’1
:
: 71
: v]
:
: T)
: V1
:
: T]
: MJ
:
: T)
: M)

1.9

2.7

3.6

4.2[ 3.71
4*5

5.4

6.8

0.3

10.4

12.6

16.0

19.4

24.9

30.7

38.3

47.7
49.9{ 74.4)

57.3

2.lf 0.4]
2.!s

3.0

3.5

3.8

4.2

4.9

5.6

6.6

7.6

9.3

10.9

t3.6

16.6

20.4

25.3

31.1
34.6(104.01

37.3

43.2

2.0[ 0.01
3.7

4.2

4.6

4.9

5.2

5.6

6.0

6.6

7.1

8.0

8.8

10.0

11.3

13.1

15.3

18.1

21.4
23.9(136.01

25.2

29.0

2.0[ 0.01
5.6

6.3

6.9

7.3

7.6

0.2

8.6

9.2

9.7

10.3

10.9

11.8

12.7

13.7

15.0

16.6

18.4
19.8(138.0]

20.5

22.9

2.0( 0.01
8*B

10.1

S1.o

11.6

12,>1

13.0

13.7

14.5

15.2

lb.2

16.9

lR.O

19.1

20.2

21.5

22.9
23.9(104.0)

24.6

26.7

2.0[ 0.0)
22.0

25.+

27.5

29.2

30.5

32.7

34.3

3b.5

38.2

40.6

42.6

45.2

47.9
49.9( 49.4)

51.2

55.4

:
:
:
:
:
:
:
:
:
:
s
:
:

—:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

--------- --------- --------- --------- --------- --------- --------- --------- -------=- -.s-

P~&~

0$+ PERMJTTED PJSF 62e5(19Re~) 43.4(153.0) 29.9[207.0) 24.9[225.0) 30.0(179.0) 62.7( 134.6)
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TABLE 19

DIFFUSER PLUME b:LliTION
PORT SPACING = ~ DIAMETERS, STABILITY STRATIFICATION PARAMETER = 10000

C!JRRENTTO EFFLUENT RATIO = o.oO

DENSIMLTR}C FPOLIDE fwIJYBJtF

! 3 10
14?SE[DIAI

30’ 100 1000
-------- ----.--- ---G---- -------- -------- -a--.--v -------- .--e---- --.----- --------- -----

1

2

3

4

5

7

9

12

IS

20

25

33

42

54

70

90

115

146

190

244

: T)
: M]
:
: T)
: w]
:
: T)
: MJ
:
: T)
: M]

: T)
: Ml

: T)
: Ml
?
z T)
: %]
:
: T)
: Ml
:
: T)
: M]
!:
; T)
: MJ

:
: T)
: M]

:
: T)
: P]
:
: T)
: M]
:
: T)
: M]

:
: :r )
: m!]

:
: 1)
: u]
:
: T)
: u]
:
: T)
: Ml
:

1.’3

2.7

3.6

4.2[ 3.71
4.5

5.4

6.9

6.3

lo.s

12.6

16.1

19.6

25.1

31.3

39.6

50.5

63.9

79.7

99.6
: T:l 111.0( !69.0)
: M] ‘-
: 121.0
: T)
: @l
: 139.0

:
2.1[ 0.4] 2.0[ 0.01 2.0[ 0.01 2.0[ 0.01 2.0[ 0.0] : w-

2.6

3.0

3.5

3.8

4.2

4.9

5.6

6.6

7.6

9,3

11.0

13.7

16.7

20.7

26.0

32.7

40.8

50.9

63.4

3.7

4.2

4.6

4.9

5.2

5*G

6.0

6.6

7.1

9.0

8.8

10.0

11.4

13.2

15,6

18.5

22.3

27.1

32.9
76.9(240.0)

77.8 40.?

5.6

6.3

6.T

7.3

7.6

S*2

8.6

9.2

9.7

10.3

10.9

11.8

12.6

13.7

15.0

16.7

18.5

20.9

23.q

27.h

8.8

10.1

11.0

11.6

12.1

13.0

!3.6

14.5

15.1

16.~

16.9

17.9

18.9

19.9

21.2

22.5

23*Q

25.6

27.5

29.8

22.0

25.3

27.5

29.0

30.5

32.7

34.3

36.2

38.0

40.2

42.0

44.5

46.$

49.2

52.0

54.8

58.0

:
:
:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:
t
:
:
:
:
:
:
1
:
:
:
:
:
:
:
:
:
:
:
:

61.5 :
65.1(187.0) :

:
65.4 :

:
:

70.3 :
:
:

OIL AT YAX PEAL,
OK PERFITTED HJ~~ ~39.0(245.0) 90.2(300.0) 47.4(300.0) 31,7(301.0) 31.9(3!32.0) ‘)b.2(30~.0)
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DIFFUSER PLUME DILUTION
PORT’SPACING = 2 DIAMETERS, STABILITY Stratification PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.00

DE?ISIMETRIC FROUI)R NljMB~R

1 3 Jo 30 100 1000
HJsE(DIAI .-.-.=... . . . . . . . . . .=-*- . . . . . . . . . . . . . -..-.am-e --------- --------- -.-” ----- --.-G-.-* ----

1

?.

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

148

190

244

: M]
:
: M)
:
: P]
:
: PJ
:

: ~J
:
: PI
:
: M)
:
: ~1
:
: M]
:
: M]
:
: P]
:
: M]
:
: M]
:
: MJ
:
: P]
:
: M]
:
: w]
.

; Ml
:
: Y]
:
: P]
:
: M]

1.9

2.7

3.6
4.21 3.7]

4.5

5.4

6.9

8..3

10.5

12.6

16.1

19.6

25.3

31.5

39.9

51.2

65.3

82.5

106.0

135.0

173.0

2.1[ 0.4] 2.0[ oefl~ 2.or 0.0] 2.0[ (IOOJ 2.0( 0.0] :
3.7 5.6 0.8 22.02.6

3.0

3.5

3.8

4.2

4.9

5,6

6.6

7.6

9.3

11.0

13.7

16.8

20.8

26.2

32.9

4f.3

52.5

66.6

04.7

4.2

4.6

4.9

5.2

5.6

6.0

6*6

7.1

a 8.0

‘i,, 9.8

10.0

1104

13.2

15.7

lB.6

22.5

27.5

33.s

41.$

6.3

6.9

7.3

7,6

8.2

8.6

9.2

9.7

10.3

10.9

11.8

12.6

13.7

15.0

16.7

18.5

21.0

24.1

28.1

10.1

11.0

11.6

12.1

13.0

13.6

14.5

15.1

i6.i

16.9

17.9

18.9

19.9

21.1

22.4

23.8

25.5

27.3

29.5

25.3

27.S

29.0

30.5

32.7

34.3

36.2

38.0

40.2

42.0

44.4

46.5

48.9

51*5

54.2

56.9

59.9

63,0

66.2

:
:
:
:
$
:
t
:
:
:
:
8
:
:
:
:
:
:
:
:
:
:
:
:
!
%
:
~
:
!
:
:
:
:
:
:
2
:
x
t

--------- -a---s.-s ---.---*. e.----.-. --.-m-... --”------------------------ --.---.--.,---

DIL AT MAX RKAI,
OR PERMI’I’TF.D RISE 212.0(301,0) 103.O(3OI.(J) 50.2(301.0) 32.1(301.0) 3#.7(3t’Jl.0) 69.1(~01.0)
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TABLE 21

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERs, sTABILIT1’stratification PARAMETER =“ 2o0

CWRENT TO EFFLUENT RATIO = 0.10

Q~IVSINET~l~F~o[JJ)~ t)(J~BF~

9

!2

15

20

25

: T)
: ~1
.

; T)
: ~1
:
: 1“)
: ~1
.

; T)
: M]

: T)
: f+]
:
: 1)
: *)
:
: T)
: P]

: T)
: u]
:
: T)
: MJ
:
: ‘r )
: MI
:
: T]
: Ml
:
: 7)
: *I

1.9 2.8

2.7 3.7

3.5 4.6

4.5 5.6

5.5 6.6

0.1 &.6

9.1[ 7.31
i(J.8 il.o

15.4 14.0

18.1[ 13.71
20.3 17.0

23.9( i7.7) 20.4( 19.3)

26.9 22,5

34.1

6.3[ 1.0]
6.4

8.2

9.6

10.9

12.0

14.4

16.8

20.4
23.1{ 14.2)

24.4

33.1

b.2[ 0.1]
11.8

14.4

lb.4

18.2

20.0

23.3

26.3
28.4( 10.3)

31.3

3G.7

6.2r O*OJ
22.2

27.3

31.1

34.3

37.3
41,6( 6.6)

42.B

48.5

6.2( 0.01 ;
05.6 :

1 3 ~o
~iSF(OIA)

30 100 lUOO
---------- .!..,, ------ .--qa.=--. %.------- --------- -“------- -----m.-- -e------- -------------

1

2

3

4

5

~

. . . . . . . . . . . . . . . . ----------- . . . . . . . . . . . . . . . . ----------- ----

:
:

110.0 $
117,0( 2.41 :

:
131.,0 :

—:
:
;
:
:
:
:
:
:
:
:
:
:
:
!
:
:
;
:
;
:
2
:
8
:
#

s--------- . ----------------

OIL AT MAX RChlJ
OR PFHPITTFD RISE. 52.7( 24,4) 41.3( 25.6) 35.9( ?0.8) 4fJ.fl( 16.0) 57.5( iO.6) 163.0( 3.8)

G-22
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TABLE 22

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERs, sTABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.10

DENSIMETBIC F’ROUDF, NUMBER

1 3 10 3n 100 Iono
RISE(L)lA) . . . . . . ..- -..m-,,.--m ---ee--ea 0---.---” --ma----- -q------- ---m ----- -m------- ---------0---

: T]
: ~1

1
: ‘r)
: M)

2 :
: T)
: /4]

3 :
: T]
: Y]

4 :
: T)
: !!1

5 :
: T)
: Ml

7 :
: T)
: Ml

9 :
: T)
: P]

12 :
: T)
: M]

15 :
: T)
: ‘J

20 :

: T)
: Ml

75 :
: T)
: MJ

33 :
: T)
: M]

1*Q

2.7

3.6

4.5

5.6

8.1

10.9

15.6

19.6[ 14,31
20.8

28.2

35.0
37.8( 27.3)

44.9

2.8

3.7

4.6

5.6

6.6

8 . .

9.3[ 7.5]
10.9

14.0

17.0

21.9

26.7
31.8( 30.0)

35.3

“6.3( 1.01
6.4

8.2

9.6

10.8

12.0

14.2

16.4

19.7

23.1

28,9
35.0( 24.9)

35.2

4fl.8

6.2[ 0.11
11.7

14,3

16.3

1$.1

19.8

22.9

26.0

30.3

34.0
40.5( 19.1)

41.9

49.9

6,2[ 0.01
22.2

27.1

30.9

33.8

36.5

41,3

45.9

51.9
54.2( 13.1)

58.4

70.5

:
6.2( 0.01 :

85.0 :
:
:

107.0 :
:
:

123.0 :
:
:

137.0 :
146.0( 4.7) :

:
150.0 :

:
:

1!30.0 f
:
:
:
t
:
:
:
:
:
:
:
:
:
:
t
$
?
t
!
!

- . ...--*-- 9,Q.-.----- a.m.-e.--. .-.---..---.9-------- -------------------- -.-------e -----

I)lL AT MhX RE.A[,
0$1 P!?IIMIITED RISE 87.4( 37.9) 68,4( 41.7) 56.6( 35.8) 5B.1( 29.1) 75.2( 20.7) 204.0( 7.6)

G-23
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TABLE 23

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERs, sTABILITY STRATIFICATION PARAMETER = 2(Joo

CURRENT TO EFFLUENT RATIO = 0.10

I)ENSIMK’TRIC FRflUDE N(IMBER

1 3 10 30 100
PJSK(DIA)

1000
.-.-R. . . ..- ---------- -ee.-”,.e.. ~--------- -.--.W--”. ---------- “----”---- ----------------

1

2

3

4

5

7

9

~?

15

20

25

33

42

54

70

: r)
: M}
:
: r)
: M]
:
: r)
: Ml
:
: T]
: w)
:
: T)
: WI
:
: T)
: H]
:
: 7’)
: ~1
:
: T)
: w]
:
: T)
: ~1
:
: T)
: MJ
:
: T)
: ~)
:
: T)
: MJ
:
: ‘r)
: PJ
:

: T)
: UJ
:
: r)
: VJ

:
: 1)
: MJ

1.9

2.7

3.6

4.5

5.6

8.1

10*Q

15.7

20.2[ 14.61
21.0

2e.R

36.2

47.5

59.7
74.0( 53.2)

75.2

95.2

2.8

3.7

4.6

5.6

6.6

R.7

9.4[ 7.bl
10.9

14.0

17.0

21.8

26.7

34.3

42,8

54.5
62.6( 62.3)

71,5

6.3[ 1.OJ
6.4

0,2

9.5

10.8

12.0

14.2

16.3

19.4

22.5

27.7

32.7

41.0

51,2

66.7
68.1( 55.4)

93.7

6.2[ 0.!]
11.7

14,3

i6,3

18.1

19.7

22.8

25.8

30.0

34.0

40.8

47.5

50.4

70.5
75.4( 45.6)

87.8

. . . . . . . . . . . . . . . . . . -.-e . . . . . .e...-.w- . . . . . . . . . ..=. ----- ----

6.2[ 0.0]
22.0

27.1

30.7

33.6

36.2

40.B

44.9

50.5

56.1 ‘

64.4

73.0

85.7
88.1{ 34.0)

101.0

:
6.21 0.01 :

84.4 :
:
:

105.0 :
:
:

120,0 :
:
:

A32.O :
:
:

143.0 :
:
:

161.0 :
;
:

176.0 :
:

:
197.0 :

206.0( 13.3) :
:

217.0 :
:
:

257.0 :

:
:
:
:
:
:
:
:
:

,--------- --.D.-*-.. -----o---

OIL Al’ MAX REAL
of? PFRf4JrTFT) RISE 181.0( 75.0) 143.0( S5.9) 114.0( 77.5) 109.0( 66.7) 123,0[ 53.!) 288.0{ 21.5)

G-24
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TABLE 24

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIA!4ETERs,STABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO =0.10

DENSIHETRIC FROliDI? NUMBER

1 3 10 3{} 100 1000
RISK(131A) --------- -------- --.-qo-. -------- -------- -.--e---- -------- -------- -------- -------- ------

1

2

3

4

~

7

9

12

15

29

25

33

42

54

7t’1

90

115

14R

%qo

: T]
: M]
:
: T)
: k+]
:
: T)
: u]
:
: T)
: ~)

: T)
: Ml
.

; T)
: ~1
:
: T)
: WI
:
: T)
: Ml
:
: TI
: w]
:
: T)
: F]
:
: T)
: Y]
:
: T)
: u?
:
: T)
: K1
:
: T)
: Ml
:
: r)
: ~1
:
: T)
: w)
:
: T)
: MI

1.9

2.7

3.6

4.5

5.6

8.1

fo.9

15.7

20.4[ 14.71
21.1

29.0

36.5

48.5

61.3

78.7

101.0

12a.o

160.0
: 7’) 164.0(]l H.0)
: Ml
: 200.0
: ‘r)
: P]
:

2e8

3.7

4.6

5.6

6.6

8.7

9.5[ 7.7]
10.9

14.0

17.0

21.0

26.7

34.3

42.8

54.2

69.5

H5!.2

112.0
13H.0(142.0)

i45.o

241.0

6.3[ 1.0]
6.4

8.2

9.5

10.8

12.0

14.1

16.3

19.4

22.s

27.5

32.2

4~.~

48.9

60.9

77.1

99.6

128.0
152.0(132.0)

177.0

6.2[ r).1.)
11.7

14.3

16.3

In.;

19.7

22.8

25.6

29.6

34.0

40.5

47.1

57.6

69.0

84.4

:05.0

131.0
162.0(113.0)

165,0

212.0

6.2[ 0.01
22.0

27.1

30.7

33.6

36.2

40.8

44.9

50.5

55.7

63.9

71.9

84.4

97.5

‘15.0

138.0

166.0
!73.0[ 95.3)

202.0

:
6.2[ 0.01 :

84.4 :
:
:

105.0 :
:
:

119.0 :
:
:

131.0 :
:
:

141.0 :
:
:

1s7.0 :
:
:

171.0 :
:

:
189.0 :

:
:

204.0 :
:
:

227.0 :
:

:
247.0 :

:
:

276.0 :
:
:

305.0 :
312.0( 44,2) :

:
345.0 :

:
:
;
:
:
:
:
:
:
:
:
:
:
:
:
:
:-------- . -------- -------- --------- -------- -------- -------- -------- -“------ -------- --.-*

D[L AT MAX REAL
OR PEFIWITTED PISIC” 257.~(166.0) 31H.0(195.0) 2_56.f)(lQl.0) 232.~(1~1 .1)) 237.n{t39.@) 35).0( s5-s>
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TABLE 25

DIFFUSER PLUME DILUTION
PORT SPACING = 5 CJIAMETERS,STA131LITYSTRATIFICATION PARAMETER = INFINITE

CWVWJT TO EFFLUENT RATIO = 0.10

: ~1
:
: Mj
:
:MJ
:

: M]
:
: ~1
:
: ~)
:
: Kj
:
: :8)
:
: Pl
:
: M]
:
: ~1
:
: Ml
:
: Mj
:
: M]
:
: M]
:
: Y]
:
: MJ
:
: P]
:
: q]
:
: *I
:
: M]

1.9

2.1

3.6

4.5

5.6

8*1

10.9

15.7
20.5[ 14.7)

21.f

29.0

36.7

48.5

bl.8

79.3

103.0

132.0

169.0

216.0

277.o

2,9

3,7

4.6

5.6

rib

8.7
9.51 7.71

lo.q

14.()

17.0

21.8

26.7 “

34.3

42a

54.1

69.5

88.2

112.0

143.0

183*L

234.0

b.3[ 1.0] h.?[ 0.!) 6.2[ 0.01 6.2[ 0.0] :
ijo4

8,2

9.5

10.B

12.0

14.t

16.3

IQ*4

22.3

27.3

32.2

39,9

49*5

60.1

75.0

93,6

117.n

149.(I

lE9.~

239.0

11s7

14,3

16,3

16.0

19’7

22.s

25.6

29.8

33.9

40.5

47.1

57.2

68.5

83,8

104.0

128.0

i59.q

2on.o

2!51.0

22.0 ‘--

27.1

30.7

33.6

36.2

40.8

ea.b

50.2

55.7

63.9

71,4

83.8

96.7

114.0

136.0

164.0

198.0

242.0

291.0

84.4

105.0

119.0

i31,0

i41.o

157.0

170.0

188.0

203.0

223.0

242.0

267.0

291,0

320.0

355.0

:
:
:
:
:
?
:
:
$
:
:
:
:
:
:
:
:

:
:
*
:
:
:
:
:
8
:
:
:

:
:
:
:
:
:
:
:

. . . . . . . . . .“.. ----- . . . . . . . ----------- -..e.-... . . . . . . . . . --.-=---- . . . . . . ..- --”--=--- ----

PFAII
IIH PFRM1’fTF[) RISE ]33.0( 2.28.~j 286.0(999.0~ 284,0(294.0~ 312.0(240.()) 31S.f3(2f)4~l 362.0( 73,4)
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TABLE 26

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERs, STABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO = 0.05

PFNSl!4E’TR1~ FPCIUDF NUMBER

1 3 10 30 100 1000
RISK{I)IA) ---------- -.-=------- --.---m--. “--------- -------------------- -------------- ------ s--.-

}

2

3

4

5

7

9

12

15

20

25

: T)
: Ml
:
: T)
: u]
:
: T)
: Ml
:
: T)
: *I
:
: T)
: Ml
:
: T)
: ~1
:
: T)
: M]
:
: T)
: *I
:
: T)
: Ml
:
: T)
: M]
:
: ‘r)
: Ml
:
: 1)
: M]

t.9 2.B

2,7 3.6

3.6 4.4

4.6 5.1

5.6 6.0

8.1 7.6

9*2[ 8.9)
10.R 9.4

15.4 11.7

18.0[ 13.7]
20.0 !3.8

23.4( 17.9)

25.6’ 17.2
17.3( 20.3)

20.4

5.7[ 0.9]
5.8

7.1

8.0

8.7

9,4

10.6

11.8

13.5

15.1
16.7r 17.7)

18*3

22.3

5.6[ 0.11
9.9

11.8

13.2

14.2

15.2

16.9

t8.6

21.0
21.6( 12.8)

23.4

28.6

5.6[ ().0]
17.6

21.3

23.?

?6.0

28.0

31.3
33.1( R.i)

34.5

40.2

:
5.6[ 0.01 :

62.2 :
:
:

77.6 :
90.4( 3,0) t

:
:
t
:

103.0 :
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
!
z
:
:

---------- ---*-

D1L bT NAX REAL
0$/ PF,RMT”llED RISE 44.2( 25.0) 31.!( 29.6) 26.3( 27,11 29.9( 20.4) 45,1( 13.21 124.0( 4.9)
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TABLE 27

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERs, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO =0.05

DENSI#ETNlr FRO(JDE NUWf3FR

1 3
RISE(DIA)

10 30 100 1(300
-------- -------- --...,--- --.---.- -------- -------- --c----- -------- -------- -------- -----
: T) .

1

2

3

4

5

7

9

12

15

20

?5

33

42

: N]
:
: T)
: f41
:
: T)
: ~1
:
: 1)
: Ml
:
: 1)
: M]
:
: T)
: M]
:
: T)
: M]
:
: T)
: Ml
:
: T)
: *1
:
: r)
: M]
:
: T)
: Ml
:
: ‘r)
: P]
:
! T)
f M}
:

1.9

2.7

3.6

4.6

5.7

8.1

10.9

15.5

19*4r 14.31
20.7

27.5

33.6
36.2( 27.5)

41.8

2.8

3.6

4.4

5.1

6.0

7,6

9.4

9.5[ 9.1]
11*I3

14.0

17.5

21.0

?6.0
26,5i 33,9)

31.0

5.7[ 0.9J
5.8

l.j

8.0

8,7

9,3

10.6

11,6

13,3

14,8

17.4

20.0
24.i( 32.7)

24.?

30.5

5.6( 0.1]
9*!I

11.8

13.i

14.1

15.1

16.8

18,2

20.4

22.5

25.8
29,2( 25.0)

29.4

35.5

5*6[ 0.0]
17.6

21.3

23.7

25.8

27.7

30.7

33.3

36.7

40.2
41.6( 16,4)

45,8

52.6

5.6[
61.8

76.6

87.4

96.3

104.0
112.0(

119.0

137.0

0.0] ;
:
:
:
t
:
;
1
:
1
:
:
:
:

6.1] :
:
:
:
:
:
:
:
x
:
:
:
:
:
:
:
:
:

: 1)
: !4]
. . . . . . . . -------------- -------------- ------------ ---..---*-- . . . . . . . . -------------- ----

OIL AT MAX I?LAI.
OH PEPPITTEI) RISE 74.4( 39.0) 52.7( 48.9) 42.0( 4B.7) 42.4( 31’I.7) 57.2( 26.4) 154.0[ 9.R)

G-28 :fi



TABLE 28

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DILWIETERS,STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = o.05

PEMSII=!ETRIC FROUDtT NUMBER

1 3 10 30 100
PISE(DIA)

1000
. . . . . . . . ------------ . . . . . . . . . . . . . ...-.”- .-..” --------------- -------------------- *.-.-

1

2

3

4

5

-r

9

12

15

20

25

33

42

54

-10

94?

: T)
t Ml
:
: ‘1)
: P]
:
: T)
: M]
:
: T)
: 4)
:
: T)
; M]
:
: 7)
: ~1
:
: T)
1 M]
:
: r)
: M]
.

; T)
: tJ]
:
: T)
: M]
:
: T)
: Ml
:
: T)
: PJ
:
: 7)
: Ml
:
: r)
: M]

:
: T)
: Ml
:
: T]
! u)
:

1.9

2.7

3.6

4.6

5.7

8.1

10.9

15.6

2rt.1[ 14,6]
21.0

28.4

35.2

45.9

56.8

70.7
71.0( 54.5)

85.6

2.9

3.6

4.4

sol

6.0

7.6

9.4

9.6[ 9.31
11.9

14.1

i7,8

21.3

26.9

>d,i

41.0

51.0
51.6( 7101)

63.2

5.7f 0.91
5.R

7.1

8=0

13.7

9.3

10.5

11.6

i3.2

14.7

17,1

19.fi

23.4

27.fI

33.6

41.6
45.2( 77.2)

53.1

5.6[ 0.1]
9.9

11.8

13.1

14..1

15.0

16.7

18.1

20.2

22.2

25.3

28.2

32.9

38.3

45.5
51.6( 63.4)

56.3

74.4

5.6[ 0.0]
17.6

21.1

23.6

25.6

27.5

30.3

32.7

36.0

39.1

43.7’

48.s

54*S

62.0
6;.3( 44.9)

72.1

88.2

5.6{ 0.01
61,R

76.0

86.1

93.6

101.0

112.0

123.0

136.0

1’47.0
156.0( 17.5)

166.0

187.0

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
: -=
:

--------- -------- ,..a-----. am------- e..-.-.* --.-.--m- -.-” ----- .“------- --.=-.--w ----

I)TL AT MAY RFAI,
(914 PKR~4XrT$’11 PIS*: 160,0( 77,9) 1!6.0(102.0) 139e7(flo,o) 79.4( !/3.6) 90.3( 70.6) 2ib,o( 2R,2)



TABLE 29

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERS, sTABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.05

DENSIPETRIC FPtlU1’)E h!U~8ER

1 3 10 30 j Og 100Q
RISE(OI.A) -------- -------e -------- -------- ---------------- -------- -O------ -------- -------- -----

1

2

3

4

5

7

Q

12

15

20

25

33

42

54

70

90

115

143

190

?44

: T)
: MJ
:
: T]
: u]
:
: r)
: ~1
:
: T)
: MJ
:
: T)
: M]
:
: T)
: M]
:
: T)
: M]
:
: T)
: ~1
:
: T’)
: PI
:
: ‘r)
: HI
.

i T]
: $4]
:
: T)
: w]
:
: T)
: M]
:
: T)
: Ml
:
: T)
: !+)
:
: T)
: MJ
:

: T)
: ~J
:

1.9

2.7

3.6

4.6

5.7

8.1

10,9

15.7

20.4[ 14.71
21.0

20.6

35.7

46.8

58.8

75.0

95.6

120.0

150.0
: T) 156.0(121.0)
: ‘1
: le2.o
: r)
: Ml “-
:
: T]
: Mi
:

2.8

3.6

4.4

5.1

6.0

7.6

9.4

9.7[ 9.3]
11.9

14.1

17.9

21.4

27.1

33.6

41.9

53.0

66.5

83.4

101.0
ili.n(lhs.o)

129.0

5.7[ 0.9]
5.9

7.1

8.0

8.7

9.3

10.5

11.6

13.2

14.7

17.1

19.6

23.4

27.7

33.1

40.9

49.s

61.6

77.3
98.0(190.0) 109.0(166.0)

5.6[ 0.11
9.9

11.8

13.1

14.1

15.0

16.7

19.1

20.1

22.0

25.1

27.8

32.4

37.2

43.7

52.3

hi’.!)

76.9

97.0

5.6[ O.OJ
17.6

21.1

23.6

25.6

27.3

30.3

32.7

35.7

38.9

43.1

47.5

53.8

60.5

69.4

80.7

94.Q

113.0
124.0(130.0]

~37.o

98.3 127.0 169.0

140.0
: T)
: Wi
--- - - -- -- - . . - . . - - . - -. -- .- . . -- . . - . - - . -- - .- .- . . . - . - - - .- - - -- . - .- . - -- -- ---

Sobf 0.0]
61.8

75.5

85*6

93.6

100.0

111.0

120.0

132.0

142.0

157.0

169.0

107.0

204.0

226.0
233.0( 58.39

254.0

:
:
:
?
:
:
:
:
:
:
2
:
:
:
:
:
:
:
:
:
:
:
t
:
:
:
:
:
:
:
:
:
%
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
.i
:
:

-a----- ------- -

DIf. hT u4X PEAL
OR FEkHITTED PISE 209.Q(173.o) ~62.o(235.0) 2i4.~(26$-~1 177.~(737.0) 175.o(lq6.01 276.0( R1.t)
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TABLE 30

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.05

DFPJSIP!liTllIC FRIWt)lI NIIXPER

1 3 10 30 100 1000
RIsE(DIA) . . . . . . . . . . . . . . . . . . . . -.e..*...e ..-.*..-.* . . . . . . . . . . -.-..-.W.- . . . . . . . ..- --,*. ----- ---.-

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

~o

115

148

190

244

: u]

:
: @l
:
: NJ
:
: M]
:
: M]
:
: ~]

:
: M]
:
: !4)
:
: !4]
:
: M]
:
: N]
:
: i]
:
: M]
:
: H]
:
: M]
:
: M]
i
: Mj

:
: M]

: M]
:
: M)
:

: K+]

1.9

2.7

3.6

4.b

5.7

8.1

10.9

15*7
20.41 14.7]

21.0

28.6

3ss7

47.1

59,3

76.0

98.3

125.0

160.0

204.0

?62.0

2.9

3.6

4.4

5.1

6.0

7.6

9.4
9.7[ 9.3]

11.9

14.1

17.9

21.4

27.3

33.6

42.2

!53.4

67.6

85.5

109.0

13fi.o

176.0

5.7f 0.91 5.6[ 0.11 5.6[ 0.01 5.6: 0.0] :
5,8

‘I*I

8.0

a.7

9.3

10.5

11.6

13.2

14,6

17.1

19.6

23.3

27.5

33.!

40.5

49,0

61.5

76.6

95.7

120.0

9.9

11.8

13.1

14.1

15.0

16.7

18.1

20.1

22.0

2s.1

27.8

32.2

37.0

43.4

51,2

61.5

73.6

90.0

110.0

136,0

17.6

21.1

23.6

25.6

27.3

30.3

32.7

35.7

38.0

43.1

47.1

53.4

60.1

69.0

80.2

93.7

110.0

132.0

159*O

194.0

61.8

75.5

85.6

93,0

99.6

lil.o

120.0

131.0

141.0

155.0

166.0

183.0

198.0

216.0

23’/.0

260,0

!
:
:
:
:
:
:
:
:
:
:
:
:
$
:
t
:
:
:
..
:
:
:
:
:
:
:
:
!
I
:
:
:
:
:

:
!
!
:

t
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..- . ...-.-.-0 -..-. -.---- . . . . . . . . . . . . . . . . . . . . . . -------

D3,L AT MAX REAL
OR PE.RMITTUI IJTSE 325.0(237.0) 216.0[300.0) i46.0(30i.0) !63.0(300.0) 229.0(300.0) 2136.0(li4.0)



TABLE 31

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERS, sTAB!LITY STRATIFICATION PARAMETER = 200

CLIRRENTTO EFFLUENT RATIO = 0.02

PENSI!IETRIC FRnUDE NUI!RER

2

3

4

5

7

Y

12

15

20

25

I)IL AT MAX

: T)
: ~]
.

; T)
: ~1
.

i T)
: M]
:
: T)
: Ml
:
: T)
: M]
:
: T)
: u]
:
; T)
: NJ
:
: T)
: M]
:
: T)
: M]
:
: 7)
: v]
:
: T)
: w]
.

; T)
: !1)

1.9

2.7

3.b

4.6

5.7

8.1

10.8

15.2

18.0[ j3.71
19.8

23.1( 17.P)

25.3

?9.5

2.7

3.6

4.3

5.1

5.9

7.5

9.1[ 0.9]
9.2

11.3

13.3

16.1
16.5( 20.8)

18,6

Ill 30 100 1000
.. . . . . . ..- . . . . . . . ..-.-” ----- . . . . . . . . . . . . . . . . . . --------

5.3[ 0.91
5*5

6.6

7.3

7.9

8.4

9.3

10,1

11,2

12.2
13.8( 20.1)

15.5

5.3[ O.j’
6.9

10.3

11.2

12.0

12.7

13*B

14.8

16.1
17.4( 15.2)

19.6

5.3[ 0.01
14,7

17.3

19.0

20.5

21.7

23.9

25.8
26.5( 10.OI

28.4

31e’d

:
5.3[ 0.01 :

44*6 :
:
:

54.2 :
:
:

60.9 :
bl.1[ 4.0) :

:
67.6 *

:
:

73.5 :
1
:.

:
:
t
:
:
1 ~
:
:
:
:
:
:
:
:
%
:
1
:

-------------------- -m.?s...=.- ---------- m-m-~----- --”----------------- ---.--A-S- -----

REAL
OR PEFtMlTTfL19 RISK 35.13( 25.1) 24.2( 30.9) 19.4( 32.i) 23.0( 24.8) 34.9( 16.2) 90.3( 6.S)

G-32
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TABLE 32

DIFFUSER PLUME DI.LUTION
PORT SPACING = 5 DIAMETERS, sTABILITY STRATIFICATION PARAMETER =500

CURRENT TO EFFLUENT RATIO = 0.02

DENsIwKTRIC FRC’JUIW NII$tBER

1 3 10 30 100 iooo
\:~s~[D1~) .-c . . . ..- .-.--.*-. . . . . . . . . . . . . . . . . ----------- --=-.-.-a --------- ---m . . ..- . . . . . . . ------

: T)
: Y]
:
: T)
: Ml
:
: 7)
: IA)
:
: T)
: ~1
:
: r)
; Ml
:
: T)
: M]
,

; ‘r)
: p]

:
: T)
: Ml
:
: T)
: Ml
:
: T)
: M]
:
: T)
: Ml
:
: ‘r)
: N]
t
: 1)
: hi]
:
: ‘r)
; P]
:
: T)
: Ml

1.9

2,7

3.6

4.6

5*7

8.1

10,9

15.5

19.41 14.31
20.5

27.3

33.1
35.7( 27.6)

40,9

2.7

3,6

4.3

5.1

5.9

l.!i

9.2

9.3r 9.2]
Its

13.6

16.7

19.?

24,3
25.1( 34,9)

28.6

5.3[ 0.9J
5*5

6.6

7.3

7.8

8*4

9,2

10.0

11,1

12.1

13.7

15.4

i7.e
19.3( 3B.43

2fJ.4

24.3

5.3[ 0.11
8.8

to.3

11.2,

12.0

12.6

13.7

14.6

15.8

16.9

18.5

20.0
21.7( 31.0)

22,s

25.4

5.3[ 0.01
14.7

17.3

19.0

20.4

21.5

23.4

25.1

27.3

29.0

32;0
32.2[ 20.6)

34.8

41,0

. . . . . . . . ------------ -m.., ------ -..,--=---- ---------- -m-.----q- .------=-- -

:
!5.3[ 0.01 :

44.3 :
:
:

53.4 :
;
:

59.7 :
:
:

65.3 :
:
:

69.5 t
:
:

77.6 :
82.1( 8.2) :

:
85.5 :

:
;

97.9 :
:
:
1
:
2
:
:
$
:
:
t
:
:
:
:
:
:
:
1
:

I)[L AT MAX REAL
I)R pFPf41?TRD RISE 60.6( 39.4) 40.2( 51*4) 29.2[ 59.5) 30.0[ 50.0) 42.7( 33.6) ili.0( i3.3)



TABLE 33

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATION = 0.02

DEtiSIt4ETRIc FP(3Ui)E KUMBER

1“ 3 10 30 100 8000
RISE(DIA) . -------- -------- ~--..---.. ~------- -------- ---.---” . ------- -------- -------- -------- -e-.-

1

2

3

4

5

7

9

12

15

?0

25

33

42

54

70

90

115

OIL AT *AX

z T)
: M]
:
: T)
: Ml
:
: T)
: M]
.

i T)
: v ]

:
: T)
: Ml
:
: T)
: Ml
:
: T)
: MJ
:
: T)
: v]
:
: ‘t)
: UJ
:
: T)
: Y]
:
: T)
: VI
.

; T)
: v]
:
: T)
: *I
:
: T)
: !.!1
:
: T)
: *!J
:
: T)
: M]
:
: T)
: w]
:
: T)
: P]

1.9

2.7

3.6

4.6

5.7

e.1

10.9

15.6

20.1[ 14.63
20.8

28.2

34.9

44.9

55.7

68.8
69.5( 54.9)

82.8

2.7

3.6

4.3

5.1

5.9

7.5

9.2

9.51 9.31
11.6

13.6

17.0

20.2

25.4

30.9

38.0

47.0
48.9[ 74.1)

5b.3

:
5.3[ 0.9] 5.3[ 0.11 5.3[ O.OJ 5.3[ 0.0] :

5*5

6.6

7.3

7.8

8.4

9.2

10.0

li.1

12,1

13.7

15.3

17.9

20.7

24.2

8.8

10.3

11.2

12.0

12.6

13.6

14.5

15.7

16.7

18.1

19.6

21.5

23.7

26.5

14*7

17.3

18.9

20.2

21.4

23.3

24.7

26.7

28.4

30.9

32.9

35.0

39.0

43.1

44.3 :
:
:

53.0 :
r
:

59.3 :
:
:

64.4 :
:
:

68.5 :
:
:

75.5 :
:
:

EO.9 :
:
:

88.3 :
:
:

95.2 :
:
:

10s.0 :

112.0( 23.8) :
:

114.0 :
:
:

129.0 :
:
:

\ :
:

:
:

44.8( 59.7) :

29.0 30.2 48.4
33.6( R5.4)

:
:
:
:

34.5 35”0 56.3 :
35.3( 93.1) :

:
41.3 42.2 :

:
:

-------- -------- --------- ~-..--.- -------- --------- ------”- . -------- ---.-”-- --------- --.--

REbL
OR PEPMITTED RISE 136.0( 79.1) 90.1(108.0) bl.5(139.09 52.7C133.0> 61.9( 97.2) 1S2.0( 39.0)
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TABLE 34

DIFFUSER PLUME DILUTION
PORT ~.PACING= 5DIAMETERs, STABILITY STRATIFICATION PARAMETER = 10000

clJRRENTTo EFFLUENT ~TIo = oao2

GFMSIhETkIC FPfJUDF 2U14BER

1 3 10 30 100 1000
I+I$EIDIA) ------- ------- ------- ------- . . ----- ------- . ------ ------- .-.-.”- ------- ------- ------- -

1

2

3

4

5

7

9

f2

15

20

25

33

42

54

70

90

115

14B

190

244

: T)
: k!]
:
: T)
: M]
:
: T)
: M]
.

i T]
: N]
:
: T)
: Ml
:
: T)
: u]
:
: r)
: M]
.

; T)
: MJ
$
: ‘T)
: Ml
.

; T)
: w]
:
: T)
2 P]

: T]
: M]
:
: T)
: Ml
:
: T)
: Ml
:
: T)
: ~1
:
: T)
: v]

:
: T]
: M]
:
: T)
: ~~]
:
: T)
: u]
:
: T)
: ~J
:

: T9
: M]

1.9

2.7

3.6

4.6

5.7

8.1

10.9

t5,6

20.2[ 14.61
21.0

28.4

35.2

45.9

57.6

73.5

93.0

117.0

t45.o
151.0(123.0)

176.0

2.?

3.6

4.3

5.1

5.9

7.5

9.2

9.5[ ‘.31
11.6

13.7

20.4

25.6

31.5

39.4

49.5

61.7

77.0

95.5
toa.o(171eo)

117.0

139.0

5.3[ 0.91
5.5

6.6

7.3

7.8

8.4

9.2

10.0

11.1

12.1

13.7

15.5

18.0

20.8

24.6

29.6

35.7

43.3

52.9

64.7
76.0(232.0)

7*.Z

5.3[ 0.11
8.0

10.3

11.2

12.0

12.6

13.6

14.5

15.7

16.7

18.1

19.4

21.4

23.4

26.2

29.6

33.7

39.0

45.0

54.4

65.7
66.2(247.()]

5.3r o.oI
14.1

17.3

18.9

20.2

21.4

23.3

24.7

26.7

28.2

30.7

32.7

35.4

38.1

41.6

46.0

5’.?

57.5

65.8

76.8
77.2(lq2.o)

92.8

:
5.3[ 0.01 :

44.3

53.0

59.3

63.9

68.1

75.0

80.4

87.2

93.1

102.0

109.0

119.0

128.0

140.0

153.0

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

163.0( Ri.6) :“
:

170.0 :
:
:

192.0 :
:
:
:
:
:
:
:
:
:
:
:-------- -------- --------- --a----- -------- -------- --.----- -------- ----s-”- -------- s----

DIL AT MAX FIEAL
OR PER41TT~l) ~15~ 194.0(176.0) !91.0(249.03 93.7t300.o> 79.2(300.0) 115.0(296.0) 201.0(12z4.0)



PORT

RISE(DIAI

1

2

J

4

5

7

9

!2

15

20

25

33

42

54

70

90

115

t4tl

190

744

TABLE 35

DIFFUSER PLUME DILUTION
SPACING = 5 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO =0.02

DENSIMETRIC FR(lUOE N(tM@FR

1 3 10 30 100 1000
------------------ ---------- .S------- --------- --*------ --------- --=----.- ~-------- --Q-

: Ml
:
: F]
:
: P)
:
: Ml
:
:~1
:
: Ml
:
: u]
:
; M]
:
: M}

:
: M]
:
; M]
:
: Ml
:
: u]
:
: M]
:
: M]
:
: P!]
:
: F]
:
: Ml
:
: M]
:
: H)
:
: M]

1.9

2.7

3.6

4.6

5.7

8.1

10.9

15.7
20.4[ 14.71

21.0

28.4

35.5

46.2

58.4

74.0

95.6

122.0

154.0

198.0

253.0

2.7

3.6

4.3

5.1

5.9

7.5

9.2
9.5[ 9.4]

tl.6

13.7

17.1

20.5

25.8

31.8

39.6

50.2

63.1

79.2

101.0

128.0

163.0

5.3[ 0.9) 5.3[ 0.11 5.3[ 0.01 5.3r 0.01 :
5.5 8.8

6.6

7.3

7.8

0.4

9.2

10.0

11.1

12.1

13.7

15.s

18.0

20.0

24.6

29.6

36.0

43.7

54.1

67,3

10.3

11.2

12,0

12.6

13.6

14.5

15.7

16.7

10.1

19.4

21.4

23.4

26.2

29.4

33.6

38.7

45,4

53.9

83.9 64.5

14.7

17.3

19.9

20.2

21.4

23.3

24.7

26.7

21302

30.5

32.4

35.2

37,9

41.5

45.5

50.5

56.3

63.6

72.5

83.4

44.3

53.0

59.3

63.9

6%.;

74.5

79.s

815.6

92.6

101.0

108.0

117.0

126.0

136.0

148.0

160,0

173,0

189.0

207.0

:
:
:
1
:
:
:
:
:
$
:
:
!
:
:
:
:
t
:
:
:
:
:
:
:
:
:
:
t
:
r
a
:
:
a
:
:
1
:
t

. . . . . . . . . . . . . . . . . . . . --m-. . . . . . -------------------- -------------------- ---------------

I)IL AT MAX HEAL
17w PERM,J’rED I?lSE 321.0(242.0) 200.0(390.0) 101.0(300.0) 7s,7(301.0) 94.6(300.0) 208,0(194.0)

—
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TABLE 36

DIFFuSER PLUME DILUTION
PORT SPACING = 5 DIAMETERS, sTABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLIIENTRATIO =o.00

DF.NSIHETMIC FRRIIJW ?JIJKPER

1 3
RISEII?IA)

10 30 100 loofJ
. . . . . . . . . . . . . . . . . . .Sm...-.- . . . . . . ..- .--,?. ----- --------- --..* . . . . ----...-.-.” ----------

i

2

3

4

5

7

9

12

15

20

25

33

t T)
: v)
:
: ‘1’)
: !41
:
: T)
: *]
:
“ ‘r)
; WI
:
: T)
: ~1
:
: T)
: ~1
:
: T)
: !41
:
: T)
: P]
:
: 1)
: M]
,

; T)
: !!)
:
: T)
: M]
:

: T)
: M]
:
: T)
2 PI

i,9

2.7

3.6

4.b

5,7

8.1

10.8

15.2

19.0[ 13.71
19,8

23.1( 1“1.9)

25.1

28.3

2.7

3.5

4.3

5.n

5.8

7.4

9.0[ 6.9]
9.1

!1.2

13.0

15.7
16.t( 21.1)

17.9

5,1( 0.9]
5.3

6,2

6.9

7,.,

7.6

8.6

9,3

10.3

, 11,1

12.5
12.8( 21.6)

13.6

15.4

5.0: 0.11
8.2

9.3

10.1

10,7

11.2

12.1

12.8

13.7

14.6
1S.0( !6.9)

15.9

17.2

5.0[ 0.01
12.9

14.%

16.0

17.0

17.9

19.2

20.4
2!.7( Il.&l

21.9

23.4

?
5.0[ o.~1 :

32.0 :
:
:

37.0 :

:
:

40.5 :

I
:

43.1 :
:
:

45.5 r
46.5( 5.5) :

:
50.2 :

:
:

56.2 :
:
:
:
:
:
:
r
:
:
:
:
:
:
:
:
8
:

---------- --m------- ‘,--------- -.-m ------ m------=-m -------------------- ----=e---- -----

I)IL 4T MAX REAL
(IR PLR~lTTEJ) RISK 28.3( 25.2) 19.8( 3i.5) 16,0( 34.7) 18.8( 28.3) 27.0( 19.6) 58,0( 9.1)

.—.-a ~._.=. —.
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TABLE37

DIFFUSER .PLUMEDILUTION
PORT SPACING = 5 DIAMETERs, sTABILITy STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO= o.00

rJ&ffSI.M’kTRIC FRIWDE NUMBFP

1 3 10 30 “ 100 loon
NISE(OIA) . . . . . . . . . .--a ----- m..- . . . . . ..s----- . . . . . . ..---.-..” . . . . . . . . ..- .-.--..=- -------------

: T)
: Ml
.

; 1’)
: VI
:
: T)
:~j
:
: T)
: M]
:
: 1)
: 14J
:
: ~)
: Ml
:
: r)
: F]
:
: T)
: ~1

: 1)
: PJ
:
: 7)
: Ml
.

; ‘r)
: MJ
.

; T)
: Ml
:
: 1’)
: kJ
:
: T’)
: u]
:

;
s.or 0.0] :

32.0 :
5.![ 9*9]

5.3
5.0[ 0.11

8.2
5.0[ O.OJ

12.91

2

3

4

5

7

9

12

15

71)

25

33

42

54

1.9

2.7

3.6

4.6

5.1

8.1

10.9

15.5

i9.3[ 14.21
20.5

27.1

32.9
35*5( 27.71

40.3

2.7

3.5

4.3

5.0

5.8 .

7.4

9.1

9.2[ 9.1]
11.3

13.3

16.3

19,2

23.4
24.4( 35.3)

27.4

:
:

36.7 :
:
:

39.9 :
:

:
42.5 :

:
:

44.6 :
:
:

47.8 :

:
50.9 :

53.9( 11.6) :
:

54,5 :
:
:

59,2 :
:
:
t
:
:
:
:
:
:
:
1
:
:
:
:
:

:

6.2 9.3 14.7

6.9 10.1 16.0

7,4 io.7 i6.9

7.8 11.2 i7.7

8,6 12.0 19.0

9.3 12.7 20.0

10.3 13.5 2i.3

11.2 14.3 i!2.5

12.6 i5.5 24.0
25.2( 24.7J

25.413.9 16.4

16.0
1“/.8( 40.9)

10.1

17.9
18.2( 35.3)

19.4

27.5

20.5 21.4
: T)
: FJ
. . . . . . . . . . . . . . . . . . . . .-e . . . . . . . . . . . . . . . . . . . . . . . . . . . . -.---.-..-.---..”.-. ---------------

fail AT YAX HEAL
OR PE14MIII’E13 k[SK 43.8( 39.6) 30.3( 52.6) 22.2( 64*8) 22.r4( 58.9) 31.6( 41.9) 67.5( 19.6)
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TABLE 38

DIFFUSER PLUME DILUTION
PORT SPACING = 5DIAMETERs, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.00

CIkPJSIHEIRIC FROU13E NUPRER

1 3 10 3(’I 100 1000
PISE(DIA) . . . . . . . . . ------------------ --------- --------------------------- -e..------ --------- ----

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

149

DIL A’f WAX

: T)
: w]
:
$ TJ
: ~1
:
: T]
: PI
:
: T)
: PI
:
: T)
: PI
:
: T]
: ~1
:
: T)
: w]
:

: T)
: P]
.

; T)
: ’41
:

: T)
: P]
.

; ‘r)
: M]
:
: T)
: u]
:
: T)
: w]
:
: T)
: WI
:
: T)
: Y]
:
: T)
: PJ
:
: T)
: M}
:
: T)
: WI
:
: T)
: u)

1.9

2.7

3*6

4.6

5.7

6*1

10.9

15.6 ~.:

20.11 14.~1
20.8

28.0

34.5

44.6

54.9

67.%
6!3.5( S!5.1)

81.1

2.7

3.5

4.3

5.0

5.8

1.4

9.1

9.4[ 9.31
11.4

13.5

16.7

19.8

24.6

29.8

36.7

45.1
47.5( 75.6)

53.7

5.1[ 0.91
5.3

6.2

6.9

7.4

7.8

!3.6

9.3

10.3

11.2

!2.6

14.0

16.2

18.8

21.9

25.8

30.6
32.5( 99.31

35.8

40.4

5.0[ 0.11
8.2

9.3

10.1

10.7

11.2

12.0

12.6

13.5

14.2

15.3

16.3

17.8

19.2

21.0

23.1

25.7
27.O(101.O)

28.6

31.9

5.0[ 0.01
12.9

14.7

16.0

16.9

17.6

18.9

19.R

21.1

22*2

23.4

24.7

26.3

27.7

29.5

31.1
32.5( 77.2)

34.0

37.1

-------- -------- --------- -------- --------- --------- -------- ---..---- -------

PFAL

S.or 0.01
32.0

36.7

39.6

42.2

44.0

47.1

49.0

52.7

55.4

58.7

61.S

66.1
67.7( 36.4)

70.5

76.5

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
s
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

------- ----.--

2R yf7RFl~’fEY) f.Js~ S5.6( 79.9) 59.2(111.0) 40.7(151.0) 33.9(165.0} 40.7(131.0) 8s.0( 62.3)
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TABLE 39

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERS, ‘jTABILIT’f STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.00

DEU51METRIC Fwmtw Nu140FR

1 3 10 30 100 1000
RISE(DIA) --------- -“------- --------- -.------- --------. --------- ------------------ -------------

1

2

3

4

5

7

Q

12

15

20

25

33

42

54

-10

90

115

143

190

244

: T)
: M]
:
: T]
: w]
:
: T)
: Ml
:
: T)
: ~1
:
: T)
: Ml
:
: T)

!A: 1
:
: T)
: M]
.

; T)
: Y]
:
: TI
: K’]
:
: T)
: n]
:
: T)
: ~1
:
.’ T).
‘. Y]
:
: T)
: ~1
:
: T)
: ~1
:
: ‘r)
:MJ
:
: T)
: ‘1
:
: T)
: ~1
:
: T)
: ?1
:
: 1)
: Ml
:
: T)
: u]
:
: T)
: ~1

1.9

2.7

3.6

4.6

5.7

6.1

10.0

15.6

20.7[ 14.61
21.0

2a.2

3!3.0

45.5

‘56.B

71.9

91.8

115.0

142,0
151.0(124.01

172.0

2.7

3.5

4.3

5.0

5.8

7.4

9.1

9.4[ 9.3]
11.4

13.5

16.7

20.0

24.9

30.5

37.8

47.5

59.2

73.4

91.2
105.0[176.0)

111.0

12~.o

:
5.ir 0.91 5.0[ 9.11 5.0[ O.by 5.0[ 0.0] :

5.3

6.7

6.9

7.4

7.P

8.6

9.3

10.3

11.?

12.b

14.1

16.3

18.9

22.2

26.5

32.0

38.6

47.1

57.5

~o-q

8.2

9.3

10.1

10.7

11.2

12.0

12.6

13.5

14.2

15.3

16.2

17.6

19.2

21.0

23.3

25.9

29.3

33.5

38.7

12.9

14.7

16.0

16.9

17.6

18.9

19.fl

21.1

22.0

23.4

24.5

26.0

27.4

29.1

31.0

33.0

35.3

37.9

41.1

44.Ei

31.8

36.5

39,6

41.9

44.0

47.1

49.5

52.4

54.8

58.0

60.7

64,4

67.7

71.2

75.3

79.-I

84.5

:
:
:
:
:
:
:
:
:
:
:
:
%
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
:
:
:
:
:
:

e8.3i137.o) :
:

90.1 :
:
:

97.1
:
:
:45.1

70.3(24!3.0) 51.1(300.0) 46.(I(27L.0) :
:

ilR PEPIPIITEO i-’ISE 199.9(t79.0) 131.0(257.0) 80.3(300.09 51.2(301.0) 49.3(300.0) !07.0(234.())

(+40
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TABLE 40

DIFFUSER PLUME DILUTION
PORT SPACING = 5 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.00

~@’~SIM~TRIC FRC)IJDF N11M13ER

i 3 10 30 100
RlsF(rllA)

1000
. . . . . . . . . --------- -e-. . . . . . -..-e . . . . . . . . . . . . . “-------- --------- ---.---=. -------------

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

149

lQo

244

: N)

:

: M}
:
: P]
:
: PJ
:
: ~J
:
: N]
:
: hj
:
:MJ
:
; Y]
:
: Ml
:

: M]
:
: M]
:
: Mj
:
: !4]
:
: P]
,

: N]
:
: k]
:
t Mj
:
: u]
:
: MJ
:
: f4]

1.9

2.7

3.6

4.6

5.7

8.1

10.9

15.7
20.4[ 14.71

21.0

28.2

35.0

45.9

57.6

72.9

93.6

120.0

152.0

194.0

248.0

3tfJeo

2.7

3.5

4.3

5.0

5.8

7.4

9.1
9.4[ 9.3]

11.4

13.5

16.8

20.0

24.9

30.7

38.0

48.1

60.5

75.7

96.1

122.0

156.0

b.lr 0.9] 5*O[ 0.11 5.0[ 0.0) 5.0[ 0.01 :
5? 8.2 12.9 31.0 :

6.2

6.9

7.4

7.E

8.6

9.3

10.3

11.2

12.6

14.1

16.3

18.9

22.3

26.7

32.2

39.4

48.5 ‘

60.0

75.1

9*3

10.1

10.7

11.2

12.0

12.6

13.5

14.2

15.3

16,2

17.6

19,2

21.0

2S.3

26.0

29.5

34.0

39.6

46.8

14.7

16.0

16.9

17.6

IB.9

19.0

21.0

22.0

23.4

24.5

26.0

27.4

29.0

30.8

32.8

35,1

37.7

40,9

44.6

36.5

39 6

41.9

44.0

445,B

49.5

52.4

54*I3

57.7

60.4 8

63,9

67.1

70.5

74.3

78.1

62.1

B6.3

90.9

95.6

z
:
:
:
a
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
;
:
:
a
:
:
:
:
:
:
:
:
:
:
:
:
:
:

-“-g------ ..--c.,---m ---------- -m,..-.m.---- *--m ------ m--------- -------------------- --=

DIL AT MAX REAL
OR PEf?$41TT&z0 RISE >18.0[245$fi 190.0(301.0> 90,6(301.0) 54.2430i.03 48.3(300.0] 99.8(300.01

-—–-—.—-...—___
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TABLE 43

DIFFUSER PLUME DILUTION
PORT SPACING = 1~~DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.10

DFNSIMEIRIC FROUOE NUMBER

1 3 In 30 100
PISF(L)JA)

1000
. . . . . . ..- . . . . . . . . . . . . . . . . . . . . . . . . . . ---------- . . . . . . . . . ..=------ . . . . . . . ---------------

: 1)
: Y)

:

: T)
: M]
:
: l’)
: i41
:
: T)
: Ml
:
: T)
: M]
:
: T)
: w]
:
: r)
: M]
:
: 1)
: Ml
:
: T)
: M]
:
: T)
: t.’]
:
: T)
: P]
r
: 1)
: M)
:
: T)
: ~1
:
: T)
: ~1
:
: T)
: MJ

.
i5.9K 0.91 15.9[ 0.11 15.9[ 0“01 ;

16*3 34.3 131.0 :
:\

1

.2

3

4

5

7

9

12

15

20

25

33

42

54

OIL AT MAX

1.9 7.8 6.4

8.8

11.0

13.4

15.9

tf5.@[ S.4J
20.8

25.4

32.2

39.1

50.2

61.8

81.5

?
21.3 42.2 164.0 :

:
:

25.1 47.8 189.0 :
:
t

28,4 53.0 208,0 :
:
:

31.5 57.2 224.0 :
:
:

37.5 55.3 254.0 :
$
t

43”4 72.9 283.0 :
289.0( 9.5) :

2.7 3*7

3.6 4.6

4,5 5.6

5,6 6.6

8.1 8.7

10.’3 11.2

t—
324.0 :

:
$

3fli.o :
!
:
:
!
:
:
:
:
:
:
:
:
:
:
i
:
:

15.7 15.5 51.6 83.2

60.1 93,6

73.5 lto.o
124.0( 24.5)

e7,4 126.0
107.0( 32.1)

109.0 152.0

21.1 20.4

28.6[ 19.21
30.331,5

44.0

59.71 30.71
66.2

39,9

54.9
99*7( 39.8)

io7*o 136.0

150.0

88.0
97.9( 46.4)

115.0

72.5
97.4( 49.4)

99,0

. . . . . . . . . . . . . . ...*.. Cab-------- “... . . ---- . . . . . . . . . . . . . . . . . . . . ------..*. -..-.=---- ---.-

PEUL
UR Pt?h’WITTED RISE 243.0( 6205) 192.0: 66.0) 156.0( 55.2) 153.0( 47.3) 174.0( 37,7) 404.0( 15.3)
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TABLE 44

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.10

DENSINETRIC FROUDE ?!UYBER

1 3 10
RISE(DIA)

30 100 1000
-------- -------- -------- -------. ---------------- -----.-- ---------------- -------- . ----

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

: T]
: w]
:
: T)
: Ml
:
: T)
: N]
:
: T)
: MJ
:
: T)
: P]
:
: T)
: Ml
:
: T)
: K]
:
: T)
: M]
:
; T)
: P]
.

i T)
: M]
:
: T)
: ~1
:
: ‘r)
: k’)
:
: T)
: H]
:
: T)
: w]
:
: T)
: PI
!
: 7)
: ‘J
:

1.9

2.7

3.6

4.5

5.6

8.1

10.9

15.7

2f.1

31.9

44.0

63.5[ 31.8]
67.1

91.1

121.0

158.0

204.0
: T) 216.0( ‘~5.7)
: .YJ
: 260.0
: T)
:~1

2.8

3.7

4.6

5.6

6.6

8.7

11.2

15.5

20.4

29.o1 19.5]
30.3

39.9

54.5

71.0

93.0

122.0

15’3.0
194.~(lo7.o)

213.0

6.4

8.8

11.0

13.4

15.9

16.9[ 5.41
20.e

25.4

32.2

38.6

49.5

60.1

17.6

97.6

167.0

216.0
221.0( 01.7)

299.0

15*9[ 0.9] 15*9[ 0.11 15.9[ 0.01 i
16.3 34.0 131.0 :

21.3

25.1

28.4

31.5

37.5

43.1

5Y.6

59.7

72.9

e6.1

108.0

131.0

163.0

42.2

47.e

52.7

57.2

65.3

72.4

82.6

92.3

10R.O

124.0

146.0

!73.0

207.0

163.0

186.0

205.0

221.0

248.0

271.0

299.0

325.0

363.0

:
:
:
:
:
:
:
:
:
:
:
:

—:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

398.0 :
439.0( 31.5) :

:
449.0 :

:
:
:
$
:
:

245.0( 67.7) :
:

252.o :204.0
231.0( 79.7) :

:
259.0 309.0 :

:
:
:
:
:

OXL hT WAX PiX&L
. . .

O!? PEP~ITTFD RISE ?10.0{1?8.0) 3S7.0($42.0) 331.0(923.0) 313.fI{lO~.0) ~.~( 93.8) ,.456.OC 34.1)
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TABLE 45

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER= INFINITE

CURRENT TO EFFLUENT RATIO = 0.10

RISE(DIA)

.

DENSIMETRIC FPOUPi? NUMBER

1 3 10 30 100 1000
.-.,..-*..- .----...-* -m.-e.-.w- ---.O-*--- ---m ------ ---------- ---m ------ “=-------- -0--*

1

2

3

4

s

7

9

12

15

20

25

Ij

42

5$

70

90

115

148

190

..D-------- ..-m-*---- -e--.----- ---------- .--”...-.* --.-----.= ---*--

DIL AT MAX REAI,
9P PEI?MITT’KI) RISE 397.0(166.0) 356.0(203.0) 376.0(177.0) 400.0(149.o) 40fl.b(127.0) 464.0( 41.7)

:MJ
1
: k’)
:
: P)
:
: ~1
:
: PI
:
: PI
:
: #(J

:
: PI
:
: t4J

:
: M]
.

; t’!]

:

: ~1
:
: N]
:

: MJ
:
: MJ

:

: Ml
:
: MJ
:
: M]
:
: ~1
:
$ IA]

1,9

2.7

3.6

4.5

5.6

0.1

10.9

15.7

21.1

31mR

44,3
64.8[ 32.21

67.6

91.7

123.0

162.0

212.0

273.0

354.0

2.@

3.7

4.6

5.6

6.6

0.7

11.2

15.3

20.4
29.2[ 19.fIl

30.3

39.9

54.5

71.0

92.3

121.0

156.0

201.0

259.o

333.0

6.4

B*8

11.0

13.4

15.9
16,6[ 5.41

20.6

25.4

32.0

38.6

49=1

60.1

76.6

95.6

121.0

154.0

196.0

247,0

316.0

15.9[ (),n] l=i.9[ 0,11
16,3 34.0

21,3 42.2

25.1 47.8

28.4 52.7

31.5 57.2

37.5 64.8

43*1 72,4

51.6 82.6

59.7 92.3

72.9 100.0

86.1 123.0

107.0 146.0

130.0 171.0

161.0 205.0

202.0 249.0

252.0 303.0

315.0 369.0

398.0

1509[ 0,0] t
131.0 t

:
163.0 :

:
186.0 :

:
205.0 :

:
220.0 :

:
246.0 :

:
268.0 :

$
296.0 :

:
320.0 :

z
354.0 :

:
303.0 :

:
425.0 :

:
t
:
:
:
:
:
:
:
:
:
:
:
:
i

G-46
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TABLE .46

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2oo

CURRENT TO EFFLUENT RATIO = 0.05

DENSIM!iTRIr FRt3tlDE NIIMBER

1 3 10 30 100 1000
bIS?(l)IA) *...-..-*. ---------- . . . . . . . . . . ..e-.m..-. --.-. . . . . . . . . . . . . . . . ---------- -m- . . ...-” *----

: T)
: w]
.

; T)
: M]
:
: ‘1)
: ~1
:
: T)
: p!]
:
: T)
: %]
:
: T)
: Ml
.

i T)
: M]
:
: ‘r)
: M]
.

i T)
: Ml
:
: ‘I)
: P1
!!
: T)
: !AJ

:

:
12.6( 0.01 :

94.9 :
:
:

121.0 :
124.0( 2.2) :

t
145.0 :

:
:
:
:
:
:
:
:
:
:
:
:
:

12.6[ O.RI
13.6

16.9

19.2

21.1

22*8

26.2

29.2
29,8( 9.4)

34.3

12.6[ 0.11
26.21

2

3

4

5

7

9

12

15

20

25

1.9 2.@ 5.9

2.7 3,6 7.5 32.0

3.6 4.4 9.1 36.0

4.6 5.1 10.3 39.6

5.6 6.0 11.7

14.0( 6.81
14.3

42,0
45.5( 5.9)

49.18,1 7.6

10.8 9.4 16.8 56.5

15.4 12,3 20.3
22.9( 14.3)

23.920.3
24.9( 17.7)

29.3

33.4[ 22.4]

15.5
20.5[ 19.2)

21.7

22.6[ 20.’7J
28.9

32.7

: ‘r]
: Ml

-S..-.m.-- . . . . . . . . ------------ m--*----- ---------- --’=--=---- *----.---* ---------------

DIL AT f6AX REAL
of/ PER~l’rlEl) RISE 54.2( 24.0) 41.6( 26.6J 36.6[ 21.1) 41.6( 14.9) 62.0( 9.6) 172.0( 3.5)

)
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TABLE 47

DIFFUSER PLUMF DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO =o.05

DENSIMETRIC FWIU13E NUMBER

1 3 10 30 100 1000
l+lsF(DIA.1 . . . . ..b-. . . . . . . . . . . . . . . . . . . . . . . . . . . . .-.-=...= --------- ~-------- -.=-.=-... -------------

: T)
: WI
:
: T)
: P]
●

; T)
: ‘1
:
: 1)
: k“]
:
: ‘1)
: w]
,

; r)
: WI
:
: T)
: M]
:
: T)
: p]

:
: T)
: M)

:
z T)
: M]
:
: J)
: ~{]

1
: T]
: WI
:

12.6[ 0.8]
13.5

12.6r 0.1)
26.2

:
12.6[ 0.0] 1

94.3 :
:

t

2

3

4

5

7

9

12

15

20

25

33

1.9 2.8 5.9

7.6

9.0

10.3

11.6

14.2[ 7.11

:
117.0 :

:
:

134.0 :
:
:

150.0 :
155.0( 4.4) :

:
164.0 :

:
:

205.0 :
:
i
:
:
:
:
t
:
:
t
:
;
:
:
:

2.7 3.6 16,9 31.8

3.6 4.4 19.0 35.7

4.6 5.1 21.0 38,8

5.7 6.0 22.6 41.9

8.1 7.6 25.6 46.8

10.9 9.4 16.6

19.7

22.9

28.0
33.8( 25,2)

29.6 51.6
57.6( tl.9)

58.015.5 12.3 32.9

20.8 15.6 37.0
41.3( leol)

44.330.7 21.6

27.1[ 24.0]
41.3 28.4

44.0( 26.2) 34.s( 30.1)
47.5[ 27.8]

56.5 38.0

52.6
:
:
:
:
:

46.2
: ?)
: M]
. . . . . . . . . . . . . . . . . . . . . . . . . ..----. . . . . . . . . . . . . . . . . . . . . . . ..-. ---- . . . . . . . . . . ---.-a--- -m=.

t)Il, AT FAX RFAL
OH PER~llTEO PTSE 9@.4( 35.3) 72.4( %1.4) 58.7( 36.4) 59.5( 27.9) 79.3[ 19.1) 215.0( 7.1)

,,
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TABLE 48

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000 -

CURRENT TO EFFLUENT RATIO = 0.05

DENSlliETkIC FRtltlDE FIIMPER

1 3 10 30 100 1000
klSE(DIA) . . . . . . . . ------------ --....ms-. -.-.” --------------- -.-..---.* . . . . . . . . . . . . . . . . . . . . -.-.-

: T)
: u]
:
: T)
: Ml
:
: T)
: F]
s

: T)
: ml
$
: 1)
: M]

:
: T)
: Ml
:
z T)
: ~1
:
: T)
: NJ
.

i T)
g Ml
:
: T)
: MJ

:
: ‘E)
: m]
:
: T]
; Ml
:
: T)
: M]
:
: ‘r]
: y]

:
: T)
: M]
;

:
:
:
,
r
:
:
t
:
;
:
:
:
:
:
:
:
:
:
:
:
!
:
:
:
t
:
:
:
:
r
:
t
I
:
:
:
:
:
:
:
:

12.7[ 0.81
13.5

16.B

19.0

20.8

22.5

25.4

2a.2

32,2

36.0

42.2

48.5

58*4

70.5
73.9( 44.7)

88.3

12.6[ O.lJ 12.6[ 0.01
26.2 93.61

2

3

4

5

7

9

12

15

20

25

33

42

54

70

1.9 2.8 5.9

7.6

9.0

10.3

11.6

14.1

14.3[ 7.21
16.4

19.6

22.5

27,3

32,0

39.6

48.5

60.9
64.0( 56.7)

84.0

2.7 3.6 31.5 115.0

3.6 4.4 35.5 131.0

4.6 5.$ 38.6 144.0

S*7 41.3 155.0

8,1 7.6 46.2 174.0

10.9 9.4 50.2 191.0

15.6 12.3 56.1 214.0
217,0( 12.6)

61.S 236.021,,0 15.6

31,3 21.7 70.0 287.0

43.1

60.1[ 31.61
b400

28.6

30.1[ 26.0]
39.4

7e.7
90.6( 32.4)

92.0

f12.7
92.4( 47.3)

104.0

50.2 107.0

64.0
68.7( 58.5)

81.8

:
a
:
:
:

: T)
: M]

..9- . . . . ..-. . . . . . . . . . . . a... -....- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ------------- ..--..=.

OIL .4T MAX R$AL
OR PERMITTED RISE 2i3.0( 65.2) 1!37.0( 91.4) 123.0( 79.9) lit,O( 66.0) i27.0( 50.6) 302.0[ 20.3)

G-49
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TABLE 49

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.05

Dt!JSIMETt+Xc FI?OUDE NUMREk

1 3 10 30 100 1000
~.ISE(DIA) -------- -------- -------- -------- -------- -------- ---.=--- -------- -------- -------- .----

1

2

3

4

5

7

9

12

15

2U

25

33

42

54

70

90

Il!l

146

OIL AT PAX

: T)
: Ml
.

; T)
: ~1
:
: T)
: M]
:
: T)
: M]
:
: T]
: M]
:
: T)
: w]
:
: T)
: ~J
:
; ‘T)
: U)
:
: T>
: Ml
:
: T)
: !4j
:

: T)
: ~1
:
: T)
g 3]
:
: T)
: h]
:
: T)
: w]
:
: T)
: w]
:
: T)
: v]
:
: T)
: M]
:
: T)
: VJ
:
: T)
: Ml

1.9 2.8

2.7 3.6

3.6 4.4

4.6 5.1

5.7 6.0

8.1 7.6

10.9 9.4

15.7 12.3

21.0 15.6

31.3 21.7

43.4 28.8

63.91 32.61 30.~[ 2*.51
05.3 39.6

97.4 So.q

114.0 65.3

147.0 84.3

185.0 107.0
201.0( 99.1)

227.0 135.0

5.9

7.6

9.0

10.3

11.6

14.0

14.3r 7.21
i6.3

t9.6

22.5

27.3

31.8

3Q.1

4?.5

59.0

72*9

9,.0

116.0

:
12.7L 0.01 12.6[ 0.11 ]2.6[ 0.01 :

13.5 26.2 93.6 :

16.0 31.5

19.0 35.5

20.8 3fI.6

22.5 41.3

25.4 45.9

28.2 50.2

32.0 55.7

35*’I 60.9

41.9 69.5

47.0 77.1

56.8 89.1

67.6 103.0

81.5 120.0

100.0 143.0

125.0 17?.0
158.0(115.0) 175.Q( 92.6) :

:
208.0

:
:

115.0 :
:
:

131.0 :
:
:

143.0 :
:
:

153.0 :
:
z

171.0 :
:
:

185.0 :
:
:

2D4.O :
:
:

220.~ :
:
:

244.0 :

:
:

265.0 :
s
:

295.0 :
326.0( 41.8) :

:
326.o :

:
:
:
:

:
:
:
:
:

151.0(129.0) 140.0(138.0) :

172.0
:

153.0 211.0 :
:
:

---- - - - . - - - --- - --- - - - - - - -- -- - - -- - .-- - ---- - - s-- -- ---- ----- -- --- ---- -- - ---- - - - -- - - - . - --e-

PEbL
OR PERWITTED RISE 2S9.0(1~~) ~94.f)(l130~ 284.0(1S9.0) 2~0(163.01 239.0(135.0) 3bI.Q( 51.EI
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TABLE 50

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER= INFINITE

CURRENT TO EFFLUENT RATIO = 0.05

DENSIMUTRIC FROUDE NUMBER

1 3 10 30 100 1000
. . . . . . . . . . . --------- . . . . . . . . . . .-.-.m.--- ~--------- . . ..-. ---- . . . . . . . . . . . . . . . . . . . . -=-.-

: M]
:
: P)
:
: !4]
:
t M]
:
: H]
:
: M]
:

: u]
:
: M]
%
: w]
:
: Ml
:
: i4J
:
: Ml
:
: m]
:
: M]
:
: #J
:
: v]
:
: Y]
:
: M]
:
: M]
:
: u]
:
~ M]

12.7[ 0.8] 12.6[ 0.11 12.6[ 9*O9 :
26.2 93.6 !1.9

2,7

2*8 5.9

7.6

9.0

10.3

11.6

14.0
14.3[ 7.3?

16.3

19.6

22.s

27.1

3!.8

3Q.1

47.1

57.6

71*9

89.4

111.0

141.0

177*O

224.0

13.5

16,8

19.0

20.8

22.5

25.4

28.2

32.0

35.7

41.9

47.5

56.R

66.7

79.8

97.2

119.0

146.0

181.0

226.0

2ft3.O

115.0

13i.~

143,0

153.0

170.0

184.0

202.0

218.0

240.0

259.0

284.0

310.0

339.0

:
:
:
:
:
:
:
:
:
1
!
:
:
:
a
:
:
r
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
~
:

3.6 31.5

35.5

38.6

41.3

45,9

50.2

55.7

60.9

69.0

77.1

89.2

102.0

119.0

141.0

168.0

201.0

245.0

300.0

3,6 4.4

5.14,6

5.7 6.0

8.1 7.6

Ao.?

15.7

9.4

t2.3

21.1

31.5

15.6

21.7

43.4
64.8[ 32.81

65.7

29.8
31.1( 26.61

39.9

5i.2R6*0

116.0 65.7

152.0 85.6

196.0 109,0

251.0 140.0

324.0 179.0

229.0
:
:
:

294.0

. . . ..-.-.8s ---------- -e------- .-.-..--** ---=------ ~--------- ---es-=-*-*= -----==---- --

DllJ 4T MAX PEAL
OR PEPMITTI?I) RISE 992.0(174.0) 310.0(259.0) 273.0[300.0) 295.0(256.0) 312.0(200.0) 370.0( 67.51



TABLE 51

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CIJRRENTTO EFFLUENT RATIO =0.02

DENSIRLTRIC FWIIIDE hIJMRER

1 3 10
l-lsf?(DIA)

30 100 1000
. . . . . . . . . . . . . . . . . . . . . . . . . . . =s-------- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ----------- ---

1

2

3

4

5

7

9

i2

15

20

25

: r)
: M]
:
: T)
: M]
:
: T]
: M]
:
: T)
: Ml
:
: ‘r)
: Id]
:
: T)
: k]
:
: T)
: M)
:
: T)
: Ml
‘..
: T)
: Ml
.

i T)
: )!1
:
: ‘T)
: Ml
:
; T)
: w]

:
11.1[ 0.8] 11.0[

1.9
O.i]

2,7 5.5
11.0[ 0,0] :

11.7 20.8 64.8 :
!

2.7 3.6
:

7.1 14.1 24.6 79*R :
90.4( 2.9) :

3.6
:

4.3 8.2 15.7 27.1 91.7 t
:

4.6
:

5.1 9.3 16.9 29.4 104.0 :
:

5.7 5.9 10.2
:,

17.9 31.3 :
:
.

8.1 7.5
*

12.0 19.7 34.0 :
35.2( 7.4) :

12.9[ 8.01
10.8

:
9.2 13,6 21.3 38.0 :

22.9( 11.4) :

15.2
:

12.0 15.6 23.4 44.7 :

20.3 14.9 17.4 25.8
24.8( 17.6) 19.7( 19.6) .18,3( 16.5)

:
:
:
:

29.0
:

20.1 20.4 :

32.9c 22,41 22.of 21.8)
:

24.9
:

24.9 :
:

---------------------- --a-------- . . . . . . . . . ------------- ---------------------- -------- :

131L A? HAX REAL
OH PEl?PITTFfl RISE 44.1( 24,0) 32.0( 27.7) 26.1( ?5.4) 30.7( 18.9) 46.7( 12.2) t23,0( 4,8)

—

G-52



TABLE 52

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.02

@EPJSIMETRIC FROUIII! NUMBER

1 3 10 30 100 1(JOO
l’tIsF(DIA) --------- --------- . . . . . . . . . . . . ...-.= . . . . . . . . . . . . . . . . ----------- . . . . . . . . . . . . . . . . ..-..-

: T)
: ~1
:
: T’)
: w]
:
: T)
: Y]
:
: T)
: ml
.

; T)
: ~1
:
z T)
: ~1
:
: ‘1)
: ~1
:
: ‘J)
: WI
:
: T)
: w]
:
: T)
: M]
:
: T)
: M]
:
: T)
: Ml
:

: T)
: w]
:

11.1[ 0,8)
11.7

11.OC 0.11 11.0[
20.R 64.4i

2

3

4

5

7

9

12

15

20

25

33

42

1.9 2,7 5.5 :
:
:
:
:
:
:
:
:
:
:
:
:

6.0] :
:
:
:
:
:
:

:
:
:
:
t
:
:
:
:
:
:
:
:
:
:
;
:

2.7 7.1

8.2

14.t

15,7

16.9

17.7

24.4 78.2

3.6 4.3 26.9 08.6

4.6 5.1 9.3 29.0 96.9

S*7 5.9 10.2 30.7 105.0
111.0(

33.8 118,08.1 7.5 19.4

20.fl

22.8

11.9

13,2[ 8.61
13.510.9 9.2 36.2 135.0

15.5 12.0 39.6

20.7 15.1 17.4 24.4 42,8
43.1( 15.4),

40.030.5 20.7

26.9[ 25.21

32.7( 30.9)

34.5 ‘

20,1 27.3
29.0( 23.3)

30,141.3
43.7( 26.21
47.S1 27.91

55.2

22.8
25.!5( 30.1)

27.1

56.2

35s4

41.5 32.4
: T)
: Ml

:
:

. . . . . . . . . . .“-------- W--------- .“.-.”--*. =.-’, ------ -.--”=---- -------------------- -----

1111, AT MAX hEAII
UN PFRMTTTEI) RISE’ 81,4( 35.6) s4.6( 43.61 40.0( 46.t) 40.7( 3?.’3) 57.7( 25.1) $52.0( 9.8)

G-53
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.—
TABLE 53

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STASiLITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.02

DENSIMETRXC FPOUDI! !JUMHE17

1 3 It-1 30 100
RISZ(D14)

1000
. . . . . . . . . . . . . . . . . . . . . . . . . ...-” ~..-. . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...=.”- ---------------
: ‘r)
: WI
:
: T)
: M]
:
: T)
: M;

:
: T)
: v]
:
: T)
: #]
:
: ‘T)
: ~1
:
: T)
: M]
:
: r)
: Ml
:
: T)
: ml
:
: T)
: ~)
:
: 7)
: k]
:
: 7)
: k!]
:
: T)
: N]
:
: T)
: Ml
:
“ T)
; PI
:
: ‘1)
: Ml
:

11.1( 0.81 11.0( 0.11 il.or 0.01 :
11.7 20.7 63.9 :!

2

3

4

5

7

9

12

15

20

25

33

42

54

70

9()

1.9 2.7

2.1 3.6

3.6 4.3

4,6 5.1

5.7 5,9

8.1 7.5

5.5

7.1

8.2

9.3

10.1

11.9

13.4[ 8.91
13.5

15.5

17.3

20.2

22.9

27.3

31.8

37.fl

45.6

:
:

77.6 :
:
:

87.3 :
:
:

94.9 :
:
:

101.0 :
:
:

112.0 :
:
:

121.0 :
:
:

134.0 :
t
:

144.0 :
152.0( 17.4) :

:.
162.0 :

:
:

181.0 :
:
:
:

:
:
:

24.4

15.6 26.9

16.8 2H.9

t7.7 30,5

19.3 33.3

10.9 9.2 20.7 35.7

15.6 12,0 22.5 3R.6

21.0 15.1 24.1 41.3

31.1 21.0 26.5 45.2

42.8

59.7[ 31.51
bl.5

27.5

29.8[ 26,YJ
37.0

28.8 48.7

32.4 53.9

36.5 60.1
61.5( 44.4) :

:
41.8 6~.1 :

46.5( 64.1) :
:

49.7 81.7 1

82.1
90.0[ 47.3)

101.0

46.2

57.6
63.4[ 61.1)

70.4
46.4( 71,7)

55.5

$
:

62.6 z
:
:

: T)
: ~1
. . . . . . . . . . . . . . . . . . e-------- . . . . . . ..- -.-.m..-. . . . . . . ..--.” ------ --* . . ..-. -------------

DIL A7 MAI HKhL
OR PFKwJT’YE:o RISF: iI14.0( 66,0) 122.0( 87,2) 86.l(fof).fl) 73.5( 97.Q) 05.3{ 71,5) 21)9,0( 2R,(i)



TABLE 54

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 1000o

CURRENT TO EFFLUENT RATIO = 0.02

DEffSINETltIC FPOUDF NuMbI?.k

1 3 10 30 100 1000
RlsE(l)IA) -------- -------- -------- ------=. ~----.-. -e.----- -------- -------- -------- -------- .----

1

2

3

4

5

7

9

12

15

20

25

33

42

54

~ (.I

90

115

148

190

244

: T]
: Ml
:
: T)
: v]
:
: T)
: !41
:
: T)
: n]
:
: T)
: Ml
:
: T)
: M]
:
: T)
: Ml
:
: r)
; b!J
.

i T)
: ~J
:
: T)
: u]
:
: T)
: w]
:
: T)
: PJ
:

: T)
: VJ
:
: T)
: WI
:
: T)
: MJ
:
: T)
: ~J
:

: T)
: ‘J]
:
: T)
:Yl
:
: T)
: PJ
:
: T)
: MJ
:

1.9 2.7

2.7 3.6

3.6 4*3

4.6 5.1

5.7 5.0

$..1 7.5

~f).a 9.2

15.6 12.0

21.0 15.2

31.3 21.0

43.4 27.5

63.5[ 32.51 30.9[ 27.51
65.3 37.8

06.1 47.5

112.0 60.5

143.0 76.6

179.0 96.1
196.O(tOO.~)

219.9 119.6
137.0(136.0)

147.0

. .

176.0

---- . . . -. - - - - --- - - . -- --- - ------ -

-——. .:—.—.— . ____

5.5

7.1

$3.2

9.3

10.1

11*Q

13.4[ 8.91
13.5

15.5

17.3

20.2

27.0

27.3

32.0

38.3

46.5

5b.7

69.2

65.3
99.4(179.OJ

105.0

135.0

11.1[ O.$J]
11.7

14.1

1S.6

16.8

17.7

19.3

20.7

22.3

23.9

26.3

28.6

32.2

36.0

40.8

47.0

54.7

64.7

11.0[ O.lJ
20.7

24.4

26.9

28.8

30.5

33.3

35.5

38.3

41.0

44.6

47.R

53.0

57.9

64.6

73.0

83.5

96.7
109.O(139.OJ

77.6 115*O
91.Q(1R2.0)

95.9 142.0

133.0

11.0[ 0.0]
63.9

77.6

136.7

94.3

100.0

111.0

119.0

130.0

139.0

153.0

164.0

180.0

196.0

216.0
224.0( 59.7)

241.0

:
:
:
3
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

- - - - -- - - - - . --- -- - -- - - -- - - -- - . -- ----- -- . - -- - -- -- .- ----

245.0(13%.0) 200.0(;97.0) 214.0(259.0) 172.0(264.0) 160.0(212.0) 264.0( S3.7)—.—

G-55
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TABLE 55

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STJiBILITY sTRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.02

DFNSIMEIHIC F140UI)F” NIJMI)FH

! 3 10
kisil([liA)

3 r) 100 1000
. . ------ -------- ----e-=- -e,,.--.=- -------- .-.---”. -------- -------- -------- -------a -----

}.9

?,7

2.7 5.5

7.1

R.2

Q.3

10.1

11.9
i3.5[ 9.11

15.5

17,3

21-)*7

22.Q

27.3

32.2

38.6

46.8

57.2

70.3

87.6

110,0

137.0

11.![ 0.81 11,0[ fl.~1 11.0[ 0.0) :
11.7

14.1

15.6

16.7

~7,7

19.3

20,5

27,3

23.9

26.3

28.6

32.0

35.7

40.5

46.8

54.2

63.7

75.7

ql.2

111.0

20.7

24.4

26.9

28.8

30.5

33.1

.35.5

3R.3

40.8

44.6

47.8

52.8

57.7

64.0

72.o

81.5

93.1

toll.o

126.0

149.0

63.9

77.6

%4.7

94.3

1(30.0

111.0

119.0

130.0

13i3*o

151.0

162.0

i?b.o

190.0

206.0

22s.0

245.0

268.0

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

1
:
:
:

:
:

t
:
:

3.f5

3,h 4.3

4.6 5.1

5.7 5.9

8.1 7.5

10.9 9.2

15.7 12.0

21.0 1s.2

21.131.3

‘lj.4
64.8[ 32.9]

b5.7

27.7
31.1[ 27.b]

37.U

47.P91.3

114.0

llh.O

191.0

78.2

99.0

244.0 125.0
:
:
2
:
$
:
:

31+.0 160.0

?04.0

------------------ --------- --------- -a------- ------------------ --------- -a----=-- --*-

DIL Al’ MAX UKAL
OH Pl?MM~TTkP RIFE 3’)5.0(17ti,0} 295.0(278.0) lb6.0[301.0) 131.0(300.0) 173.0(300.0) 271.0(119.0)

G-56
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TABLE 56

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO = 0.00

DFNSIM15TNIC FRCIUDE NUPPER

1 3 10 30 100 1000
RJsF.(DJA) .--...*v-- ---.” ----- ---------e ..-P.-.-*- ---------- -m---me,.-- --”----m-- --*-.’.--m- -----

: r)
: UJ
:
: T)
: ~J
:

: r}
: M]

:
: T)
: F]
:
: T)
: *]
:
: T)
: N]
:
: T)
: NI
:
: T)
: ~J
:
: T)
: M}
:
: T]
: MJ
:
: T)
: VJ
:
: T)
: PI

10.1[ 0,9]
5.3 10.6

10.1[ 0.1]
17.3

;
10.1[ 0.0] :

42.5 :1

2

3

4

5

7

9

12

15

20

25

DIIJ AT VAX

1,9 2.7
:
:

49.1 :
:
:

53.8 :

:
:

5“1.6 :
58,4( 4.3) :

:
60.9 :

:
:

69.6 :
:
:
:
:
:
:
:
:
:
:
:
:
:
:
!
:
:

. . . . . . . . -------

2.7 3.5 6.7 12.5 19.8

3.6 4*3 7*9 13.6 21.5

4.6 S.O 8.7 14.4 22.8

5.7 5*8 9.6 15.2 23.9

F*1 7.4 11.2 16.4

12.lr 9.3]
12.6 17,4

25.P
27.5( 9.2)

10.B 9.1

15.2 11,8 14.3 !8.8
19.3( 13.4)

15.8 20.0
16.8( 17.5)

17,9 22.1

29.6

32.820.3
24.8( 17.7)

28.8

32.9[ 22.51

14.7
19.6( 19.8)

19.8

21.!?[ 22.0]
24.1 19.6

. . . . . . . . . . . . . . . . . . . . . . . . . . . . ------------ ---------- ---.-----= ----.-*-.* ,

FEAL
UN pER”ITrED PISE 34.1( 24.1) 25.4( 28.1) 20.7( 27.6) 23.9( 22.2) 34.3( 15.4) 73.3( 7.3)

G-57 ,~-
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TABLE 57

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.00

DE1’dsl&fUIRIC FI?OIJL)E N{I14HKN

i 3 10 .30 100
141sF(DIA)

1000
-------------------- -.m-=e--.- -.---a---- -------------------- .---e ----- ---------------

t T)
‘:MI

.

: T)
: w]
:
: 1)
: P]
:
: TJ
: ~1
:
: T)
: M]
:
: T)
: P]
:
: ?1
: k’]
:
: T)
: u]
:
: T)
: MI
:
: T)
: ~1
:
: ‘r)
: M]
:
: T)
: P]
:
: T)
: !41
:

10.1[ (1.9]
10,6

12.5

13.5

14.4

15.1

16.2

17,3

18.5

19.6

21.1

22.6
23.2( 27.6)

24.7

27.0

10,1[ 0.11
17,3

19.7

21.4

22.6

23.7

25.4

26.7

2H.4

30,0
31.9( 19.4)

32.2

34.3

39.4

10.1[ (J,O]
42.2

!
:
:
:
:
:
:
f
:
:
:
x
:
:
:
:
t
:

:
:
:
:
:
:
:
:
1
:
i

1

2

3

4

5

7

9

12

15

20

25

33

42

1.9 2.7

3,5

5.3

2.7 6.7 48.5

3.5 4,3 1.7 53.0

4.6 5*O 8.7 56.1

5.7 5.8 9.5 58.8

8.! 7.4 11.2

12.5[ 8.8]
12.6

63.5
67.8( 9.2)

9.1

15.5 !1.9 14.4 73.6

81.020.7 14.9 16.0

30.5 20.5 18.3 :
: -

:
:
:
:
:
:
:
:
t
:

41.1
43.7( 26.2)
47,2[ 27.8]

54.6

26.5
32.2( 31.2)
26,7[ 25.3)

33.8

20.4
23.1( 32.1)

23.4

38.9 26.3
: T)
: HI

--.--.-..-..-” -....- --.-...a.. --...-ea..a .-.-.-..-” ---------- . . . . . . . . . . .=...=---- -----

GIL AT MAX REAL
OR PFR~lTTEl) IQiSfi 56.4( 35.6) 39,5( 44,2) 28.6( 50,7) 29.0( 46.3) 40.0( 33.1) 85.1( 15.6)

G-58



TABLE 58

DIFFUSER PLUME DILUTION
PORT SPACING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.00

DKNSIMETRIC FRflUDE NUWBER

1 3 10 30 100 1000

RISE(DIA) . - - - --- ------- - .- - - - -- - - - - - -- ---- - .-e . - ---- - .- - -- -. . . . . . . . . - . ..=.- . - - ---- - - - - . - - - - . . . .

: T)
: u]
:
: T)
: M]
:
: T)
: Ml

: T)
: M]
:
: T)
: M]
:
: T)
: YJ
:
: T)
: k]
:
: T)
: v]
:
: ‘T)
: PI
:
; T)
: Ml
:
: T)
: P]
:

: T)
: t.’]
:
: T)
: M]
:
: T)
: P]
:
: T)
: ‘1
:
; T)
: ~1
:
: 1)
: M]
:

10.1[ O.QI
10.6

10.1[ 0.11
17.3

:
10.1[ 0.01 :

42.2 :
:
:

4R.5 :
:
:

52.7 :
:
:

55.7 :
:
:

58.4 :
:
:

62.2 :
:
:

65.S :
:
:

70.0 :
:
:

73.3 :
:
:

78.0 :
:
:

82.3 :
S5.2( 28.7) :

:
88.5 :

:
:

95.7 :
:
:
z
:
:
:
:
:
:
:
:
:
:
:

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

qo

11s

1.9 2.7 5.3

6.7

7.7

R.7

9*5

11.1

12.6[ ?.11

14.4

16.1

18.5

20.8

24.4

28.2

33.1

39.2
41.6( 77.3)

45.6

51.3

2.7 3.5 12.4

3.6 4.3 13.5 21.4

4.6 5.0 14.4 22.6

5.7 5.8 15.0 23.6

8.1 7.4 16.2 25.3

9.1 26.5

15.6 12.0 18.4 28.0

21.0 15.0 ‘i9.4 29.4

21.031.1 20.8 31.2

42.8

59. 31.51
63.5

27.1

29.9( 27.11
36.5

22.3 32.9

24.4 35.0

81.5
90.4( 47.6)

99.9

45.2 26.5 37.1

55.7
61.4( 61.6)

67.4

29.2 39.7
41.0( 60.9]

42.732.5
34.2( 80.0)

36.1 46.6

40.1

: T)
: i’]
-------. -------- -------- --.----- -------- -------- -------- -------- -------- -----.-- -.---

r)IL AT MAX FKAL
OR PEkYIITED PISF 111.0( 6b.4) 76.0( 89.3) 51.7(118.0) 42.8(130.0) 51.3(104.01 107.0( 49.5)

G-59



TABLE 59

DIFFUSER PLUME DILUTI13N
PORT SPACING = 10 DIAMETERs, sTABILITY ST?.ATIFICATIONPARAMETER = 10000

CURRENT TO EFFLUENT RAl~IO= 0.00

CK!4>I~k:TRIr FFOUDE ?.[IWIIER

1 3 10 30 100 1000
RISE(DIa) . . . . -- . -- -- -- -- . - - - -- - - - - -- -- . . - .- -- - . - . --- . . -- -- - - --- - - --- .- -- -- .- -., ----- --- -- - --- .-

1

2

3

4

5

7

9

12

15

20

25

33

42

54

?0

90

ils

14#

190

244

: T)
: *I
:
: T)
: ‘.!]
:
: T)

VI
.

i T)
: u]
:
: 1)
: MJ
:
: T)
: *I
:

: T)
: *I
:
: T>
: Ml
:
: T)
: Ml
:
: T]
: M]
:
: T)
: w]
:
: T)
: Ml
:
: T]
: m]
:
: T)
: M]
:
: T)
: Y]

:
: T)
: it]
:
: T)
: M9
:
: T)
: M]
:
: T)
: ‘4]
:
: T)
: ‘+J
:
: T]
: u)

1.9 7.7

2.7 3.5

3.6 4.3

4.6 5.0

5.7 5.8

8.1 7.4

10.9 9.1

15.6 12.0

21.0 15.()

31.3 20.8

43.4 27.3

53.5[ 32.51 30.7[ 27.51
65.3 37.2

85.6 46.5

110.0 58.4

141.0 13.9

176.0 92.2
193.0(101.0)

214.C 114.0
133.0(140.0)

139.0

163.0

5.3

~,~

7.7

8.7

‘?*5

11.1

12.6

i2.7C 9.21
14.5

16.1

1$3.6

21.0

24,8

29a

34.0

41.0

49*5

59.0

72.6

F17.6
88.9(194.0)

10.$,0

:
10.1[ 0.91 10.1[ 0.1] lo.lr 0.01 :

10.6

12.4

13.5

14.4

15.0

16.2

17.1

18.4

19.4

21.0

22.3

24.4

26.5

29.2

32.8

37.0

42.1

48.6

17.3

19.7

21.3

22.5

23.6

25.1

26.5

28,0

29.2

31.0

32.5

34.6

36.6

38.8

41.6

44.4

47.6

51.6

56.2

42.2

48.5

52.3

55.7

58.0

62.2

65.1

69.3

72.3

76.6

80.2

84.9

89.4

94.4

100.0

106.0

:
:
:
:
:
:

:
:
:
t
:
:
:
:
:
:

:
:
:
:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

111.o(lo9.~) :
:

113.0 :
:
:

122.0 :

:
:56.5

b4.6(i!37.~) 59.0(218.0) :
:

65.7 61.5 :
:
:

-“------- --------- --------- ------------------ --------- --------- --------- --------- ----

I)IL AT wAX PEAL
OR PERPITTFD PISK 239.0(140.0) 166.0(203.01 112.0(290.0) 73.9(300.0) 66.6(300.0) 132.O(ISQ.0)
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TABLE 60

DIFFUSER PLUME DILUTION
pORT spAcING = 10 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.00

DKNSIMLTRIC FR(NII)E NUMBER

i 3 10 30 100 1000
l’ilsE(DT4) . . . . . . . . . . . . . . . . . . . . -...=-..”. . . . . . . . . . . --.*------ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ---*-

(

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

148

190

244

: N]
:
: UJ
:
: MJ
:
: PJ
:
: u]
:
: u]
:
: ~!]
.

: Ml
:
: P]
1
: b!]
:
: M]
:
: Ml
:
: Ml
:
: 6]
:
: r4J
:
: M]
:
: MJ
:
: M]
:
: Ml

: M]
:
: WJ

1.9

2.7

3.6

4.6

5.7

8.1

10.9

15.7

21.0

31.3

43.4
64.8[ 32.9]

65.3

86.7

113.0

146.0

188.0

239.o

306.0

2.7

3.5

4.3

5.0

5.8

7.4

9.1

12.0

15.0

20.8

27.3
30.9[ 27.I5J

37.2

47.1

59.3

75.5

95.0

120.0

152.0

193.0

246.0

5.3

6.7

7.7

fl,7

9.5

11.1

12.6
12.7[ 9.21

14.5

16.1

lFle6

21.0

24.7

28,8

34,3

41.3

50,2

61.3

76.0

94.3

118.0

10.1[ 0.9] 10.1[ 0.1] 10.1[ o.OJ :
10.6

12.4

13.5

14.4

15.0

!6.2

17.1

18*4

19.3

21*O

22.3

24.4

26.5

29.2

32.9

37.3

42.5

49.5

50.5

69.9

17*3

19.7

21.3

22.5

23.6

25.1

26.’3

20.0

2q.2

31.0

32.6

34.6

36.5

38.8

41.3

44.2

47.4

51.3

55.9

61,6

42.2

48.5

52.3

5!5.7

58.0

62.2

65.1

68,9

72.0

76.3

79.9

04.5

88.6

93.1

98,1

103.0

108,0

114.0

120.0

126.0

..--...*.. . . . . . . . . . . -*-------- -m.. ----- . . . . . . . ------------- -.----*--- ----m---.- ----

DIL AT MAX RKAL
OR PFPPJTfF;D RTSF; 371.0(180.0) 288.0[287.0) 143.0(301.0) 81.8(300.0) 67.2(300.0) 132.0(300.0)

:
:
t
: .
: :

=:
:
:
: u
:
: E::::::::::::
:::::::::::?
:1
:
:
:
a
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TABLE 61

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO = 0.10

DfiMSIM&TRIc Fl?nlloE NUMP&R

i 3 10 30 1(-)0 1000
PIsF(rJIA) -------- -------- -------- . . . . . . . . -------- -------- -.---e-- -------- -------= ----.--- --@--

1

2

3

4

5

7

9

12

15

20

: r)
: Ml
:
: T)
: ~1
:
: T)
: r)
:
: ‘r)
: Ml
:
● T)
; VI
:
: T)
: Ml
:
: T)
: M)

:
: T)
: u]
:
: T)
: MJ
:
: T]
: u]
:
: T)
: F)

1.9 2.8

2.7 3.7

3.5 4.6

4.5 5.6

5.6 6,6

8.1 8.8

10.8 11.3

t5.4 15.8

20.5 21.4
25.5( 17,6) 26.2( 17.0)

30.7 37.3

6.4 16.4

8.8 23.3

11,1 29.4

13.5 35.7

16.1 42.2
53.0( 6.5)

22*2 57.2

71.5( 8.6]
29.6 75.5

3B.0( 10.8)

44.9

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...* . . . . . . . . . . . . .

71.0[
51.6 258.0

26!,~(
71.0[ 1.’3]

72.9

F8.6
92.3{ 3.3)

to3*n

123.0

.

$
0.0] :

:
1.1) t

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
t
:
:
:

!---------- --.0-------------

r)rL hT *AX Ri?4L
Oh! PEHMITTKLI RISE 67.2( 23.4) 63,3( 2202) 6’3.1( 14.7) 83.2( 9.4) 128.0( 5.1) 36i.0( 1.7)
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TABLE 62

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.10

Dk.NSIMETRIC FROUDE NII14RER

f 3 10 30 100 1000
KISE(DIA) . . . . . . . . ------------ .m.m...... -..-.-..-= .-.. ----- . . . . . . . . . . . -------------------- -.-=.

1

2

3

4

5

1

9

12

15

20

25

33

: T)
: !’]
:
: r )
: MJ
:
: T)
: MJ

:
: T)
: ~,]

:
: ‘r)
: v]
:
: T)
; M]
:
: ‘r)
: M]
:
: T)
: PJ
:
: T)
: ~1
:
: T]
: UJ
:
: T)
: MJ
:
: T)
: k’]
:

1.9

2.7

3.6

4.5

5.6

6.1

10.9

1S.6

21.0

31Qi

43.1
45.6( 26.0)

12.5

2.8 6.4 16.4 51.2

71.0[ 2.OJ
3,7 8,8 23.1 71,9

4,6 11,0 29.0 86.!

5,6 13.4 35.2 97.6

6.6 16.0 41.3 108.o
121.0( 6.2)

8.8 2!,7 54.9 130.0

11.2 28.6 70.0 153.0
85.0( 11,0)
71.5[ 9,2]

15.6 41.6 93.()

20.7 58.0 117.0
69.5( 16.7)
73.5[ 17.3]

31.3 94.3

46.5
48.8( 25.6J
82,7[ 30.5]

:
71.0( 0.0] :

249.0 :
:
:

319.0 :
326,0( 2.1) :

:
390.0 :

:
:
:
:
:
:
:
:
r
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

: T)
: M]

:
90.5[ 33.71 :

. . . . . . . . . . ---...-.*- m-------- ---------- . . ..---.s. .-...-.-=- ---------- -m-.-.---m .--m-

DIL AT MAX REAL t

OR PEF?MJTTFD PISF 126.0( 34.0) 118.0( 32.3) 114.0( 22.1) 125.0[ 15.7) 16fl.0( 9.6) 452.0( 3.4)
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TABLE 63

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO =0.10

tlENSIMETRIC FRIIIJ13E NUMBER

1 3 10 30 ~~~ 1000
RIsti(lIIA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . --.-----”----

1

2

3

4

5

7

9

12

15

20

25

33

42

54

OIL AT MAX

: T)
: M]
:
: 1)
: ~)
:
: ‘r)
: u]
:
: T)
: ~1
:
: T)
: kiJ
:
: T)
; M]
:
: T)
: M]
:
t T)
: M]

i T)
: MJ
:
: T)
: M]
:
: r)
: 14J

:
: ‘II
: M)
:
: T)
: Ml
:
: T)
: M]
:
:~)
: Ml

1,9

2.7

3.6

4.5

5.6

8.1

10.9

15.7

21.1

31.5

2.13

3.7

4.6

5.6

6.6

a.1

11.2

15.5

20.4

30.5

6.4 16.4

8.@ 22.9

11.0 29.0

13.4 35.0

15.9 41.0

21.5 54.2

28.2 69.5

71.4( 9,4]
40,2 90.4

55.3 111.0

75.5[ 18.41
!36.2 146.0

166,0( 23.1)

44,0 42,0 119.0 181.0
155.0( 30.5)

67,1 69.5 174.0

109.0[ 41.21
9a.3 114.0

lli!.0( 45,5) 129.0( 44.4)

157.0 239.0

159.0[ 54.41

50.9

71.0[ 2.01

85.0

96.2

106.0

124.0

142.0

166.0

191.0
197.0[ 15.9)

232.0

71.0[
245.0

306.0

352.0

39i.o

425.0
458.0(

492.0

573.0

:
0.!71 :

:
:
:
:
:
:
:
!
t
:
:
:
:

6.0) :
:
:
1
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
!
1
:
:
:
2
:
t

-.-.C.--. . . . . . . . . . -.--..-.= -.”. -.--- . . . . . . . . . --------------------------- --------- .-*Q

REAL
OR PiiRMIT’tEiJ RISE 312.0[ 58.3) 270.0( 55.1) 236.0( 40.6) 23H,0( 32.7) 275.0( 24.11 617.0( 9.6)
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TABLE 64

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.10

Dk’NSlf4ETRIC FRnUDE IQUPBE14

1 3 10 30 100 1000
RIS!I(DIA) . . . . . . . . . . . . . . . . . . ..,G-..a.. ...m.e..- . . . . . . . . . -.=-..-.. --------- . ...-.-.* --------- *-=-

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

Qlj

: ‘1)
: m]
:
: 1)
: PI
:
: 1)
: M]

:
: 1)
: .Y1
.

; T)
: )$]
:
: T)
: M]
:
z r)
: M]
:
: T)
: u]
:
: T)
: !+1
.

; T)
w]

:
: T)
: M]
:
: T)
: M]
:
“ T)
; N]
:
: ‘T)
: ~1
:
: T)
: ~1
.

i T)

1.9

2.7

3.6

4.5

5.6

8.1

10.9

15.7

21.!

31,0

44.0

67.6

99.0

2*8

3.7

4.6

5.6

6.b

8.7

il.2

15.5

20.4

30.3

42.5

67.1

103.0

6.4

e.R

11.(3

13.4

15.9

21,5

213.o

39*Q

B4.5

76.0{ 18.71
84.4

115.0

164.0

219.0

124.0[ 46.11
150.0 163.0 297,0

355.0( 62.6)

234.0 244.0 408.0
309.0( 83.7) 318.0( 92.4)

: Ml 247.0[ 72.4J
: 343.0 379.0

lb.4

22.9

29.0

35.0

41.0

54*I

68.1

71.4[ 9.5]
99.8

111.0

144.0

177.0

23o.o

289.0
364.0( 53.2)

369.0

71.0[
50.9 244.0

71.0[ 2.01
304.0

84.4 347.0

95.fl 390.0

105.0 411.0

124.0 461.0

141.0 505.0

164.0 563.0

1B7.O 615.0

225.0

261.0

317.0

381.0
367.0( 43.0)

:
0.0) :

:
:
r
:
:
:
:
:
~

:
:

:
:

:
%
:
:
;
:
:
:
:
:
:
:
:
:
:
:
:
!
:
:
:
:
:
:
:
:
:
:
:
:
:
t
:

: T)
: PJ

:
:

. . ..C----- . . . . . . . . ------------ .-.-+------ -.*------- -e-------- ---------- ------.-=- .-*-

I’)ILJ 4T MfAX RE4L
OH PERMITTED #lSl? 447,0(103.0) 510.0( 9909) 462.0( 77.1) 453.0( 66.5) 461.0( 53,4) 629.0( t5.9)———
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PORT

Hrst(oia)

&

2

3

4

5

7

9

12

Is

20

25

33

42

54

70

90

115

TABLE 65

DIFFUSER PLUME DILUTION
SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.10

DENSIMETRIC FROUI)E NUP14ER

1 3 10 30 100 1000
---------...............................................................---------*---
: ~)
:
: w]
:
: ~J
:
: F]
:
: MJ
:

: f.’]
:
: !’ j
:
: Ml
:
: M)
:,,.
: F]
:
: )! j
:
: k’J
:
: :4 J
:

: w]
:

: y]
:
: P]
:

: ~1
:
: ~J

1.9 2.9

2.7 3.7

J*6 4.6

4.5 5.6

5.6 6.6

9.1 6.7

10,9 11*2

15.7 15,3

21.1 20.4

31.9 30.3

44.3 42.2

b7.6 66.7

‘49,6 102.0
129.0[ 47.7J

151.0 160.0

234.0 232.0
289.0( 79.2]

35?.0 321.fi

487.0 431.0

6.4

8.8

11.0

13.4

15.9

21.6

28.0

39.9

54.1
76.6[ 18.9]

83.8

114,0

162.0

215.0

284,0

379.0

495.0

16.4

22.9

20.8

34.0

41.0

53.8

6f3.1
71,4[ 9.5]

t19.8

110.0

144.0

177.0

228.0

287.0

364.0

468.0

50.9
71.0[ 2.0]

f14.4

95.6

105.0

124.0

i40.o

164.0

187.0

223.0

259.0

315.0

377.0

458.0

71.0[ 0.01 :
244.0 :

:
3u2.O :

:
345.0 :

:
37$.0 :

:
407.!7 :

:
456.0 :

:
497.0 :

:
550.0 :

:
595.0 :

:
:
:
:
1
:
:
:
:

!
:
:
:
:
:
:
:

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ---. . . . . . . . . . . . . . . . . -“..” . . ..- ..*------- -----

llIL AT MAX REALJ
OK PFH#I’rTEo RISE 535.0(124.0) 487.0(128.0) 528.0( 95.9) 541,0( 81.6) 536.0( 65,9) ti33.0( i7.9)
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TABLE 66

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO= 0.05

DENSIMETRIC FROUDE NUMf!Fl?

i 3 10 30 100 1000
RISE(L)IA) . . . . . . . . . --...e... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ---------------

: T)
: M]

: T)
: F]
:
: T)
: ~1
:
: T)
: Ml
:
: T)
: M]

:
: T)
: Ml
.

; T)
: VI
:
: T)
: P]

: 1)
: M]
:
: T)
: F]
:
: T)
: IA]
:

:
0.01 :

:
1.4) :

:
t
:

:
:
:
!
:

:
:
:
:
:
:
:
:
:
x
:
!
r
:
x
:
:
:
:
:
:
:
s

44.9(
40.s 172.0

195.0(
44.9[ 1.31

54.!i 232.0

1.9 2.B 5.91

2

3

4

~

7

9

12

15

2 (J

25

13.7

18.6

22.5

?6.2

29.8

37.8
41.3( 7.8)
45,2[ E.7]

46.6

2.7 3.6 7.6

3.6 4.4 ~,1 63.5
71.0( 4.0)

4.6 5.1 10.3 71.5

5.6 6.0 11.7 78.7

8.1 7.6 14.3

10.8 9.4 17.3

15.4 12.3 22.3
26.fI( 13.8)

29.0

45.6[ 19.JI

20.3
24.9( 17.7)

29.3

49.2[ 23.9]

15.5
20.5( 19.2)

21.7

30.9
: T)
: M) 45.6[ 26,41
---------- ----*(.,, . . .*-------- ----~---e- ~m--.-m--. ---r-----m ---------- m----.=-m= ---=*-

DIL AT MAX RFA[,
OR PEHWI?;EI) RISE 56.1( 23.9) 46.2[ 26.4) 48.5( 19.4) 62.6[ 11.7) 97.2( 6.4) 269.0( 2.3)
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TABLE 67

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT To EFFLUENT RAT1o = omo5

DE!iS1hlKTN1cFP13U1JE NllMPFR

1 3 10
PISL(DIA)

30 100 1000
. . . . . . ------------- --------- --------- --.----*- .-------* -“------- --------- -------------
: T)
: w]

1 :
: r)
: ~1

2 :
: T)
: M]

3 :
: r)
: M]

4 :
: ‘r)
: P]

s
:
: T)
: M]

7
: 1)
: PIJ

9 :
: r)
: PI

12 :
: T)
: M]

15 :
: T)
: *J

20 .

; T)
: ~1

25 “
; T)
: k!]

33 :
: r)
: PJ

:
44.9[ 0.01 :

169.0 :1.9 2.8 5.9 13.7

18.5

?2,3

25.8

29.4

36.5

44.3

45.5[ 9.41
55.1

62.6( 13.9)

67.1

89.2

!4rl,2

44.9[ 1.3J
53.R

6?.2

69.0

75.0

efl.z
9fi.4( 7.~)

\6.9

116.0

:
:

214.0 :
242.0( 2*8) :

:
24Y.C :

:

2.1 3.6 7.6

3.6 4.4 ~,(1

:
2139.O :

:
:

:
:—
:
!
:
t
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
1

4.6 5.1 10.3

5.7 6.0 11.6

8.1 7.6 14.2

10.9 9.4 16.9

15.5 12.3 21.4

20.8 15.6 26.5

30,7 21.6 37.3
45.2( 22.8)
51.2[ 24.51

53.141,3
44.0( 26.2)

59.6

71.2[ 34.91

28.6
36.2( 29.9)

42.2

61.0[ 38.7I
. . . . . . . . . . . . . . .--------- -.-, .--... e----.--- “-------- ---.---s- *.--em--- --m---m-- _---.--

DILI AT MAX REAL
OR PERMITl#:D RISE i08,0( 35.1) 89.1( 39.9) 84.4( 30.7) 91.6( 20.2) 124.0( j2.4) 335.0( 4.5)



TABLE 68

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.05

@ENSIMETN’lC pRfluf)E NIIqbER

1 3
flrsI’:(Dlb)

10 30 100 1600-------------------- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .--.*

54

70

: T)
: *]
:
: T)
: ffl
:
: T)
: #J
:
: 1)
: WI
:
: T]
: 4)
:
: T)
: Ml
:
: T)
: P)
:
: T)
$ M]
:
: T)
: MJ
:
: T)
: PI
:

T)

; Ml

:
: ‘1)
: M]

:

: T)
: u]

:

1.9

2,7

3.6

4.6

5,7

8.1

10.9

15,6

21*O

31.3

43.1

64.4

2.0

3.5

4.4

S.i

6.0

7.6

9.4

i2.3

15,6

21.7

28.6

41.6

91.1 58.9
: T) 105.0( 46.4)
: n]

5.9 13.7

7,6 18.5

9*O 22.2

10.3 25.6

11.6 29.0

14.1 36,0

16.7 43.4

45,9( 9.7]
21.0 54.2

25.B 64,4

35.0 00.9

45.9 97,6
llEJ.0( 30.8)

57,2[ 29.3]
b7.6 126.0

93.6 161.0
102.0( 44.5)

: 130.0 87.4 144.0
: T) 8R.6( 54.6)
: Ml 143.0[ 57.71 99.7[ 58.5]
: 167.0
; T)
: h]

:
44,9[ 0.0] :

39.9 168.0 :

:
44.9[ 1.31 :

53.4 200.0 :
:
:

61.3 237.o :
:_

:
60.1 2bl.O :

:
:

74.0 282.0 :
:
:

83.8 320.0 :
339.0( 8.0) :

:
93.6 357.0 :

:
:

107.0 420.0 :
:

119.0
:
:
:_

140.0
143.0( 20.9)

:
:
t
:

160.0 :
:
:
:
:
:
:
:
:
:
:
:
:
:

-------- -------- ----------------- . . . . . . . . -------- -------- -------- -------- -------- .--m- :

llIfJ AT MAX ltEA~ —.
f)R PFIJ*ITTED RISE 274.0( 61.2) 222.0( 71.0) 183.0( 59.0) 173.0{ 44.3) 200.0[ 32.4) 471.0( 13.0)

G-69
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TABLE 69

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 1000O

CURRENT TO EFFLUENT RATIO = 0.05

@lINSINE.TRIC FPGUbE FilJMBER

1 3 Ii) 30 10I-I 1000
RISE(DIA) . - - - - - - - - - - -- - - - - - - . . . - . - . . - - - - . . - . - . - - - - . - - - - - -- - - - ., - - - - - - - - -- - - -“ - - . - - - - - - -- - -- - - - -

1

2

3

a

5

7

9

12

15

29

25

33

42

54

70

90

115

: T)
: ~1
:
: r)
: ’41
.

; r)
: *]
:
: T)
: ~1
:
; rJ
: ~}
:
: T)
: w]
:
: T)
: *I
:
: 1)
: MJ
:
: T)
:Ml
:
: T)
: u]
:
: T)
: M]

:
: T)
: u]
:
: T]
: ~J
:
: T)
: M]
:
: T)
: WJ
:

1.9

2.7

3,6

4.6

5.7

8.1

10.9

1s.7

21.0

31.3

43.4

65.3

94.3

139.0

2.8

3.6

4.4

5.1

6.0

7.6

Q.4

12.3

15.6

21.7

28.8

41.6

58.P

86.2

5.9

7.6

9.0

10.3

11.6

14.0

lb.7

‘21.()

25.5

34.5

44.9

59.7[ 31.11
64.R

87.4

117.0

130.0[ 69.8]
205.0 131.0 157.0

13.7

18.5

22.2

25.6

29,(J

36.0

43.1

45.9[ 9.81
53.8

63.9

79.8

95.6

121.0

149.0

188.0

241.0
: T) 279.0( 37.3) 255.0( 74.2)
: VJ 248.0[ 79.51
: 299.0 184.0 215.0 312.0
: r) 223.0(105.0) 232.0( 95.2)
: VI
: 249.0 326.0
: T)
: u]

39.9

44.9[ 1.31
53.4

61.3

67.6

73.5

83.2

92.3

105.0

118.0

137.0

156.0

185.0

217.0

260.0
277.0( 58.8J

318.0

44.9[
168.0

206.0

234.0

256.0

277.0

309.0

337.0

372.0

404.0

451.0

495.0

:
0.0] :

:
:
:
:
:
:
:
s
:
:
:
:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
:
:
:
:

--------- -------- ------=- -“=----- -------- -------- --------- -------- --------- -------- -----

DEL AT @AP H!ZI$L
. .

0!? PF.14~ITTF”D PISE 361.0(111.0) 375.0(136.0) 3FI$.0(123.0) 350.0( 9Q.ts) 353.~( 79.7) 506.0( 76.4)

G-70
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TABLE 70

DIFFUSER PLUME DILUTION
PORT SPACIIVG = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFIN.ITE

CURRENT TO EFFLUENT RATIO =0.05

DENSIMkTfII(! FPt’_IUL)E NIIPBE14

1 3 10 30 10G 1000
tiIsE(nIh) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..-.” ------ . . . . . . ------------ ----

1

2

3

4

J

7

9

12

~5

2P

25

33

42

54

70

90

115

148

: ~J
:
: ‘J
:
: v]

:
: ~1
:
: M]
:
: b!]
:
: M]
:
: P]
3
: $’]
;
: V1
;

: M]
:
: M]
:
! M]
:
: P]
:
: M]
:
: M]
:
: PJ
:
: Ml
:

1.9 2.8

2.7 3.6

3.6 4.4

4.6 5.1

5.7 6.0

8.1 7.6

10.9 9*4

35.7 12.3

21.1 15.6

31.5 21.7

43.4 28.9

65.7 41*9

94.9 59.3

141.0 86.1

212.0 131.0
299.0[ 87.01 139.0[ 72.91

316,0 187.0

429.0 252.0

337.0

5*Q

7.6

9.0

10.3

11.6

14,0

16.7

21.0

25.4

34.3

44.6
bO.5f. 31.61

64.4

86.1

114*O

151.0

196.0

251.0

326.0

13.7

18.5

22.2

25.6

29.0

36.o

43.1
45.9[ 9.81

53.8

63.5

79*H

94.9

119.11

t47.o

183.()

231.0

290.0

36500

39.9
44.Q[ t.3J

53.4

6:.3

67.6

73.5

83.2

92.3

105.0

117,0

136.0

155.0

183.0

215.0

257.0

310.0

378.0

44.9[ 0,01 $
1613.o :

:
206.0 :

:
234.0 :

:
256.0 $

:
275.0 :

:
306.0 :

:
333.0 :

:
366.0 :

:
396.0 :

:
436.0 :

:
472.0 :

:
:
:
:
:
t
:
:
:
:
:
:

: M]
. . . . . . . ..- . ..--.-.-= . . . . . . . . . . . . . . . . . . . . ---------- -*.*------ -=-------- -=-------- -----

:
:
:

OIL AT MAX BF.AL
(IM PERr41TTE0 RISE 503.0(132,0) 40S.0(176.0) 386.0(175.0) 422.0(135.0~ 428.0(105.0] 5%2.0( 31,41

~.>__& ..”:~. ~—.- . .. . . ., ___—..



TABLE 71

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO = 0.02

DENSIt4FiTIiIC FRnUOK NUMBER

1 3 10 30 1o11 1000
RISK(DIA) -------------------- .-=.e.c-=. ----m ----- ---s.----. ---------- -----.-w.. ----mm--= .“--*

: T)
: Ml

1 :
: T)
: P]

2 :
: ‘I)
: M]

1 :
: T)
: PI

4 :
: T)
: M}

5 :
: 1)
: ~1

7 :
: T)
: ~1

9*
; T)
: VI

12
; T]
: M]

15 :
: T]
: M]

20 :
: T)
: M)

25 :
: T)
: m]

32.0[ 0.0] :
30.5 111.0 .

138.0( 2.0) ;
32.0[ 1.11 :

39.1

1*9 2.7 5.5 11.9

15.5

18*2

20.5

22.6

26.5

30.5
31.5( 9.5)
32.9[ 10.2J

36.7

2.7 3.6 7.1 140.0 :
:
:

3.6 8.2 44.3 171.0 :
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
%
:
:
:

4.6 5.1 9.3 48.s

S*7 5.9 10.2 52.7
53.0( 5.2)

60.58,1 7.5 12.0

9.2 13.’1

15.2 12.0 16.2

20.3
24.8( 17.6)

29.0

39.3[ 24.0)

14.9
19.7( 19.b)

20.1

19.0
19.8( 16.0)

24.4

32.5[ 23,7]
25.6

33.4[ 27.51
. . . . . . ..- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . --------- .---e---- ~.-.

OIL Al MAX VFAL
flli PFRMITTFD hlSE 45.5( 24.0) 34.B( 27.6) 33.3( 23.6) 4!3.0( 14,7) 70.4( 8.3) 107.0( 3.2)

G-72
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TABLE 72

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.02

DENSIt4ETRlC PRIIUDE NUMBER

! 3 10 30 100 1000
@lSE(DIA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . em------- ---------- . ..-.-..=.. . . . . . . . . . . . . . . . . . . . . . . . . .

: T)
: Ml
:
: T)
: k!]
:
: T)
: M]
:
: T)
: Ml
:
: T)
: ~1
:
: T)
: ‘J
:
: T)
; M]
:
: T)
: #l
:
: T)
: M]
o

; T)
: M)
:
: T)
: M]
:
: T)
: M)
:
: T)
: M]
:

:
32.0[ 0.01 :

109.0 $
:
;

t34.o :
:
:

153.0 :
169.0( 4.0) :

r
170.0 :

:
:

!88.0
:
:
:

:
:
;
:
:
:
:
:
:
x
:
:
:
:
:
:
:
:
:
:_
:
:
r

I

2

3

4

5

7

9

12

15

20

25

33

42

1.9 2.7 5.5 30.5

32.or if)
3B.8

11.9

2.7 3.6 7.1 15.5

3.6 4.3 8.2 18.1 43.7

4.6 9.3 20.4 47,5

5.7 5.9 10,2 22.3 50.9

8,1 ?*5 11.9 25.8 56.5

10.9 9.2 13.5 6!.8
64.8( 10.4)

69.0

29.2

33.6[ 11.6]
34.3i5.5 12.0 16,0

20.7 15.1 18.5 77.238*8
42.B( 17,9)

46.230,5 20.7 22.9

41.3
43.7( 26.2)

58.4

64.1[ 35.1]

26.9
34.1( 30.7)

37.3

50.0[ 41.3]
57.5

27.9
30.9( 28.1)

57.0

40.8[ 35.5]

54.8

: T)
: F!]
-*.*------ m--------- -a----=mm- -...-**... -*--- . ..-9------- -.--...”--= .----.-.--a -...---

t91L AT *AX RliAL
OR PEF?MlrTEl~ RISE 90.0( 35.3) 66.5( 42.1) 56.3( 40.3) 61.e( 27.3) 87.3( 16,9) 231.0( 6.5)

G-73



TABLE 73

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.02

DEM$I14LTRIC F’POUUE tJllMhER

1 3 10 30
RISk(OJA)

100 1000
.-...----..-..19----- ~m=e=e-mme -------------------- -=-------- -------------------- -----

1

2

3

4

~

7

‘3

12

15

20

25

33

42

54

70

011. aT MAX

: 7)
: M]
:
: ‘1)
: u]
:
: T)
: M]
:
: T)
: Ml
:
: T)
: ~J
.

i T)
: M]
:
: 1)
: u]
:
: ‘1)
: M]
:
: T)
: Ml
:
: T)
: Ml
:
: T’)
: m]
:
: T)
: u]
.

; ‘T)
: b’]
:

1.9

2.7

3.6

4.6

5.7

8.1

10.9

15.6

21.0

31.1

42.8

64.0

90.4
: T) 104.0( 46.4)

2.7

3.6

4.3

5*1

5.9

1.5

9.2

12.0

15.!

21.0

27.5

38.8

53.4

5*5

7.1

8.2

9,3

10.1

11.9

13.5

15.9

18.4

22.6

27.3

35.2

45.5

11.9

15.3

lE.O

20.2

22.2

25.6

2B.8

33.3

34.0[ 12.5)
37.5

43.7

49.5

58.4

69.0
72.2( 44.7)

: MJ 54.5r 49.41
: 127.0 74.5 60.1 85.7
: T) 79.8( 57.0) 66.6( 59.7)
: ~1 139.0( 5fI.iJ 94.6[ 65.01
: 103.0 79,4
: ‘[)
: Ml
---w----e --------- -..=--q-= --.:m...mm -..-.”..” --------- ----

:
32.0[ O.(JJ :

30.5 109.0 :
:

32.0( ill :
38.6 132.0 :

:

43.4

47,1

50.2

55.7

60.1

65.7

71,4

80.0

88.3
95.2( 29.4)

r
149.0 :

:
:

163.0 :
:
:

175.0 :
:
3

19s.0 :
:

:
213.0 .

233.o( 11.5) ~
:

238.0 :
-.—-:

:
264.0 :

:
x
:
:
:
:
:
:

101.0 ;
:
:

118.0 :
:
:
:
:
2
:
:
:

--------------------- --..----

tlkl PtZRMiTIKD RISE 244.0( 61.6) !75.0( 76.7) 130.0( 92.7) 115.0( 66.3) 132.0( 46.8) 321,0( lR.Fl)

G-74
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TABLE 74

DIFFUSER PLUME DTLUTION
PORT SPACING = 25 DIAMETERS, STABILIW STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUF.NT RATIO = 0.22

C5iJ>l’’$:?#1C f~tl~~n~ !.[IuBEK

1 3 10 30
RIsE(DIA)

100 1000
-------- -------- -------- . . . . . . ..- .------- ------.- -------- -------- ----..-- -----.-- -----

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

Q()

115

84a

: T)
: Ml
:
: ‘r)
: w)
:
: T)
: Y]
:
: T)
: u]
:
: ‘r)
: Ml
.

; r)
: ~1
:
: T]
: ~1
:
: r)
: ‘J]
:
: T)
: ~1
:
: r]
: ~]
:
: T)
: M]
e

; T)
: !4]
*

; T)
: M]
:
: T)
: !4]
:
: T)
: F4]
:

1.9

2.7

3.6

4.b

5.7

8.1

10.9

15.6

21.0

3s.3

43.4

65.3

94.3

138.0

204.0
: T) 276.0( 87.3)
: M] 2$6.0[ 79.5]
: 285=0
: T)
: M]
:
: T9
: M]
:

2.7

3.6

4.3

5.1

5.9

7.5

9.2

12.0

15.2

21.0

27.5

39.4

54*5

77.6

112.0

5.5

7.1

il*2

9.3

10.1

11.9

13.5

15.9

18.4

22.6

27.1

35.2

45.?

60.1

61.3[ 55.1]
79.3

131.01 7fi.2]
156.0 101.0

194.0[112.0)

199.0 128.n
i4b.f)(133.0)

248.C 163.0

11.9

15.3

18.0

20.2

22.2

25.4

2H.6

33.1

34.0[ 12.7]
37.2

43.1

48.5

56.8

65.7

77.4

93.2

114.0

141.0

:
32.0[ CI.0) :

30.5 108.0 :
:

32.0[ 1.11 :
38.6

43.4

47.1

50.2

55.3

59.7

65.3

70.5

78.2

85.7

97.6

110.0

126.0

148.0

132.0 :
:
:

148.0 :
:
:

162.0 :
:
:

172.0 :
:
:

191.0 :
:
:

207.0 :
:
:

22b.O :
:
:

244.0 :
:

:
268.0 :_

:
:

291.0 :
:
:

323.0 :
345*O( 3Q.1) :

:
356.0 :

:
:
:
:
:
:

175.oi 89.11 :
:

176.0 :
:
:

215.0 :
147.0(120.0) :

191.0
:
:
:
:

*--------- -------------------- -------------------- -------------------- ---------------

OXI. AT U4X REAL
“3R PER~lrTED Rrsfi 340.b(ti2.o) ~59.o(152.o) 29$.o(lR5.01 258.o(170.0) 240(131.0) 374.0( 46.7)



—

PORT

F4f~E(~~A)

1

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

148

i90

244

TABLE 75

DIFFUSER PLUME DILUTION
SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.02

DFNSIHETRIC FI?{IUI)F N(IPFJKR

1 3 10 30 100 1000
..----.-*- ---------- -m.s------ --------=- *--=-E---- --”---=---- -.--.--..W -m-------- -----

: Ml
:
: M]
:
: M]
:
: M]
:
: Ml
:
: u]
:
: M]
:
: Ml
:
: Ml
:
: Ml
2
; Ml
:
: ~)
:
: NJ
:
: M]
:
: !4]
:

1.9

2.7

3.b

4,6

5.7

8.1

10.9

15.7

21.0

31.3

43.4

65,7

94.9

140.0

2.7

3.6

4.3

5,1

5.9

7.5

9,2

12.0

15.2

21.1

27.7

39.4

54.9

713.2

5.5

7.1

8.2

9.3

10.1

11.9

13.5

15.9

18.2

27.6

27.1

35,0

45.2

60.1
63.1[ S6.4]

211.0 114.0 79*9
: t41 297.Of 86.91 144.0[ 81.91
: 314.0 163.0 103.0
: !4]

: 423.0 217.0 129.0
t Ml

283.0 166.0:
: !4]
: 367.0 211.0
: M)
: 269.0
: M]

11.9

15.3

18.0

20.2

22.2

25.4

28.6

33.1
34.3[ 12,91

37.2

43.1

48.5

56.4

65.3

76.5

91.4

110.0

132.0

161.0

198.0

245.0

30.5
32,0[ 1.1]

38.6

43.4

47.1

50,2

55.3

59.3

65.3

70.0

78.2

85*3

96.4

109.0

124.0

144.0

169.0

199,0

239.0

288,0

32.0[ 0.01 :
108.0 t

:
131.0 :

:
148.0 :

:
161.0 :

:
172.0 :

:
190.0 :

i
205.0 :

t
225.0 :

:
241.0 :

:
264.0 :

;
283.0 :

:
310.0 :

:
336.0 :

:
367.0 :

x
:
:
:
:
:
:
:
:
:
1
:
:

-W------- . . . . . . . . ..--------..” ------ . . . . . . . . . ..-.*---- ----.---” *.*. . . . . . -------------

l)~b AT MAX f?kA[,

OR PERMITTI?D RISE 496.0(133.0) 375.0(194.0) 298.0(272.0) 273.0(276.0) 295.0(196,0) 380.0( 59.8)
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TABLE 76

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAt4ETER = zoo

CURRENT TO EFFLUENT RATIO = 0.00

DVMSI14ETNIC FI?OUOE NUMBER

1 3 10 30 100 1000
41sE(I)IA) .*-------- -.---..-.* .S....e.-. . . . . . . . . . . -“-------- . . . . . . . . . . ..=------- . . . . ...=-. . . . . .

: T)
: ~1
:
: T)
: MJ
:
: T)
: MI
:
: T)
: Ml
.

; T)
: !41
.

; T)
: Mr
:
: TJ
g PI
:
: T)
: !4]
:
: 7’)
: Ml
:
: T)
: ~1
.

; T)
: w]
.

; T)
: ~1

:
25.1[ 0.0] :

62.2 :
:
:

71.9 :
:
:

79.3 :
79.8( 3.2) :

:
85.6 2

:
:

93.5 :
:
:
:
:
:
:
:
;
:
:
:
:
:
:
$
t
t
:
:
:

1

2

3

4

‘5

7

9

t2

15

20

25

D1& AT MAX

1.9 2.9 S*3 10.6

13.5

15.5

17.1

18.6

21.3

23.7
26.0[ 11.0)
26.5[ 11.51

27.1

29.8

23.6

25.3[ 1.21
28.82.7 3.5 6.7

3.6 4.3 7,8 31.5

4.6 5.0 B.7 33*B

5.1 5.8 9.6 35m5
38.3( 6.9)

38.68.1 7.4 11.2

10.8 9.1 12.7 41.5

15.2 !1.6 14.9

20.3
24.8( 17.71

2e.e

34.9[ 24.11

14.7
19.6( 19.8)

19.13

17.3
18.S( 16.8)

21.0

24.9

27.4[ 27.91

25.0

25.7t 25.61
-.-.---*.- ---------.---” ------ . ...*....- 9-------------------- -------------------- -----

k&AL
r)t? PS’RAITTLD RISE 34.9( 24.0) 27,5[ 27.8) 26.0( 25.6) 33.3( 17.51 47.3( 11.3) 99.9( 5.3)
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TABLE 77

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.00

l’lKNSIf4ETRIC FRCJIJIJE NUMt!ER

1 3 10 30 100 1000
$?i5t:(DIR) ---------- -.---W-,,.- --=e--memm -,.a-.---.a ---m------ .---.------------”.- ---------- ---=-

: T)
: ~)
:
: T)
: w]
:
: 1)
: M)
:
: T)
: NJ
.

: T)
: M]
:
: T)
: M]

:

: r)
: MJ
:
: T)
: !4]
:
: T)
: M]
●

i T)
: M]
:
: T)
: MJ
:
: T)
: ~1
.

i T)
: M]
:

:
25.1[ 0.0) :

61.8 :
:
:

71.0 :
:

1

2

3

4

5

7

9

12

15

20

25

33

42

1.9 2.7 5.3 10.6 23.6

25.3[ 1.3]
28.62,7 3.5 6.7 13.4

:
77.1 :3.6 4.3 7.7 15,5 31.3

:
!

82.1 :
:
:

86.1 :
92.5( 6.7) :

;
93.5 :

:
:

101.0 :
:
:
:
:
:
:
:
:
:

,:
:
:
:
:
:
t
:
:
a
:

4.6 5.0 e.7 17.0 33.3

5.7 5.8 9.5 18.5 35.0

8.1 7.4 11.2 21.0 37.f3

10.9 9,1 12.6 23.1 39.9

15.5 11.9 14.9 26.2

27.5[ 13.5]
28.(I

42.6
44.3( 14.3)

45.020.7 14.9

30.5 20.5 21.0 32.0
32.7( 21.5)

34.6

48.9

41.1
43.7( 26.?)

26.5
33.R( 30.9J

36.8

46.8[ 41.BJ
47.0

24.8
28.4( 29.7]

31.1

35.9[ 39.2]
37.6

58.0 38.6

61.4[ 35.21

: T)
: MJ

-O.--.ma. e....e-.- e-.-=--.- ..-..-*-. ..-...*-- -----=--- ------..= --...-=.- . -------- --m.

DIL AT MAX REAL
OR PER*IITED RISE 61.5( 35.3) 47.2( 42.6) 38.6( 43.9) 40.5f 34.7) 54.9( 24,1) ilb.0( 11.4)
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TABLE 78

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABIL~TY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.00

f3ENSIllETllIC FROUDE NUMBMR

1 3 10 30
~IsF:(l~i.4)

100 1000
..--.s... . . . . . . . . . ...m.-..e s-==---.- .=.. ----- . . . . ...”- .--.-=... . . . . . . . . . . . . . . . . . . ----

t

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

OIL AT’ MAX

: T)
: n]
:
: T)
: ~1
:
: ‘r)
: M]
.
: r)
: n]
.
; T)
: M]
.
; T)
: M]
:
: T)
: M]
:
: ‘r)
: N]
1
: T)
: M]
.

; T]
: u]
:
: T)
: x]
:
: T)
: M]

:
; T)
: M)
:

1.9

2.7

3.6

4.6

5*7

8.1

10.9

15.6

21.0

31.1

42.9

64.0

90.4
: T) 104.0( 4be4)
: P]
: 127.0
: T)
: *I 13a,ot !5L!.2]
:
: T)
: P]
:
: T)
: ~1

2.7

3.5

4,3

S.o

5.$4

7.4

9.1

12,0

15.0

20.8

27.1

38.6

53.0

5.3

6.7

7.7

8.7

9*5

1101

12.6

14*R

17.1

21.0

25.1

31.8

40.2

10.5

13.4

15.3

17.0

18.4

20.8

22.9

25.8

2R*2[ 15.01
28.4

31.0

34.3

38.3

41.9

74.1) 52.0 46.7
79.3( 57.3) 59.3[ 63.4) 48.1( 58,3)
93,6[ 65.3] 53.0[ 55,4]

99.7 63.’) 52.1’

72.6 57.7

:
25.1[ 0.01 t

23.4 61.8 :

25.3[ 1.31 :
28.6 70.5 :

31.3

33.1

34.8

37.2

39.1

41,6

43*7

46.5

48.9

52.3

:
:

76.6 :
:

:
eo.9 :

i
:

84.4 ;
:
:

90.5 :
:
:

95.4 :
:
:

102.0 :
:
:

107.0 :
:
1

114.0 :
116.0( 21.1) :

1
121.0 8

:
:

134,0 :
:
:
r55.6

56.3( ~~.lJ :
:

59.8 $

65.7

:
:
:
:
:
:

. . . . . . . . . . . . . . . . . . *.-.--.Q. --------- -*”--Q-.,- -.-...-*- --------- m.-.=---- -.---=-=- ----

REAL
OR PER141TTF0 I+ISE 143.0( 6t,fJ) !!05.0( 77.6) 73,1( 92.2) 59,4( 94.3) 70.2[ 7S.3) 145.0( 36.31
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TABLE 79

DIFFUSER PLUME DILUTION
PORT SPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.00

CENSI~ETRIC FROUDE k!{lMREEf

1 3 10 30 100 1000
l?rsK(@rA) -------- -------- -------- -------- -------- -------- -------- -------- .------” -----.-- -a-.-

1

2

3

4

5

7

9

12

15

20

25

3.3

42

54

70

90

115

148

190

244

191L AT ~Sx

: T)
: u]

: T)
: ~1
:
: T)
: u]

:
: 7’)
: Ml
:
: T)
: ~1
:
: T)
: Ml

: T)
: ‘1
:
: T)
: MJ
:

: r)
: ‘J 1
:
: T)
: Y]
:
: T)
: q]
:
z T)
: M]
:
: T)
: *9

: T)
: MJ
:
: r)
: ~1
:

1.9

2.1

3.6

4.6

5.7

8.1

io.+

15.6

21.0

31.3

43.4

65.3

94.3

138.0

204.0

2.7

3.5

4.3

5.0

5.8

1.4

9.1

12.0

15.0

20.8

27.3

39.1

54.2

76.6

111.0

5.3

6.7

7,7

8.7

9.5

11.1

12.6

14.0

17.1

21.0

25.1

32.0

40.5

53.0

60.9[ 61.31
69.5

: T) 275.0[ @7.4)
: M1 240.0( 79.51 131.0[ 78.7]
: 283.0 154.0 86.2
: T) 189.0(113.0)
: ~J
: 192.0 105.0
: T) 125s0(146.0)
: Ml
. 228.0 125.0
; T)
: u]
: 148.0
: T)
: Ml
:
: T)
: *)

10.6

13.4

15.3

17.0

18.4

20.8

22.9

25.6

28.2

28.6[ 15.6]
31.5

34.3

38.3

42.5

41.4

53.8

61.7

70.7

81.9
89.0(171.!3)

94.6

107.0

-23.4

25.3[ 1.31
28.5

31.3

33.1

34.8

37.2

39.1

41.3

43.5

46.2

48.2

51.4

54.4

53.0

62.1

66,7

72.1

79.5
80.6(160.01

06.0

94.9

:
25.1[ O.OJ :

61.3

70.5

76.0

80.4

94.4

90.0

94.5

100.C

105.0

111.0

116.0

123.0

130.0

137.0

146.0
151.0[ 80.5) :

:
156.0 :

:
:

168.0 :
:
:
:
:
:

:
:
:
:
:

:
:
:
:
:
:
.
:
:
:
:
:
:
:
:
:
:.
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

-------- -------- -------- -------- -------- -------- -------- -------- -------- -------- -----

RF&L

m PERWI’JTED Risk 3~4.o(l12.01 ?&2&~.o_) 154.o(713.oI 111.0(267.0) 99.9(267.O)_ 173.0(123 0)
——*_
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TABLE 80

DIFFUSER PLUME DILUTION
PORT sPACING = 25 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.00

IIEMSIMFTRIC FWIUDE NUM13EI?

t 3 10 30 100 1000
I+IsE(PIA) ---------- ..*----Q-. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .“-------- -------------------- -----

i

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

115

148

190

244

: Ml
:
: M]
:
: PJ
:
: ~)
:
: u]
:
; h]
:
: ~]
:
: qJ
:
: M]
:
: ~]
:
: M]
:
: n]
:
: M]
:
: R]
:
t MJ
:
: Ml
:
: i+]
:
: M]
:
; M]
:
: M]
:
: H]

1,9 2.7

2.7 3.5

3.6 4.3

4.6 5.0

5.7 5.0

e.1 7.4

!0.9 9,!

15.7 12.0

21.0 15.0

31.3 20.13

43.4 27.3

65.7 39.1

94.9 54,1

140.0 77.6

211.0 114.0
29;;;[.96.9) 143*oI 91.9)

. 162.0

419.0 212.0

274.0

351.0

5.3

6.7

7.7

f3,7

9.5

11.1

12,6

14.8

17.1

21.0

25.1

32.0

40.8

53.4
63.5[ 63.!1

70.5

88.6

110,0

13B.O

172.0

216.0

10.6

13.4

15.3

17.0

18,4

20.8

22.9

25.6

28.2
28.6[ 15,6)

31.5

34.3

38.3

42,5

47e7

54.3

62.4

72,7

05.5

102.0

123.0

23.4
25.3[ t.3J

20.6

31.3

33.1

34.%

37.2

39.1

4t.3

43.2

45.9

48.2

51.3

54.1

57.7

61.7

66.3

71.6

78.3

86.4

96.3

‘25.1[ 0.01 :
61.3

70.5

76.0

00.4

84.4

90.0

94.5

99.9

104.0

111.0

116.0

122.0

120.0

135.0

142.0

149.0

157.0

165.0

:
:
:
:
:
:
:
:
:
:
:
:

.!!!!!!!

:

z
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
8
:

:
:
t
:

. . . . . . . . . . . . . . . . . . . . . e-.----.-a c--.-.a..- . . . . . . . . . . . . . . . . . . . . . . . . . . . . ------------ . . . .

OIL AT MAX REAL
OR PEF!MIT’TEO RIS&T 491,0(133.0) 363.0(197.0) 262.0(300.0) 145.0(301.0) 106,0(30i.0) 174,0(191.0)
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TABLE 81

DIFFUSER PLUME DILUTION
PORT SPACING = 1oOO D]AMEJERs, sTABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO = 0.10

DFt+!31ME’rRIC FR(IUDC NUMHP’R

1 3 10 30 too 1000
MlSE(PIA) -------------------- .------Q-- w-----e-.- -------------------- ---------- .=-------- -----

: T)
: ~1

i :
: T)
: M]

2 :
: T)
: *I

3 :
: T)
: q)

$ :
: T)
: MJ

5 :
: ‘1’)
: Ml

7 :
: r)
: ~1

9 :
: T)
; w]

12 :
: T)
: P)

S5 :
: 1)
: u]

20 :
: T]
: ~1

1.9 2.8

2*7 3.7

3.5 4.6

4,5 5,6

5,6 6.6

8.1 8.8

10.0 11.3

15.4 15.0

20.5 2t.4
25,5( 17.6) 26.2[ 17.0)

30.7 37.3

b.4 ~6,4

8.R 23.3

11.1 29.4

13.5 35.7

16.1 42.2
53.0( 6.5)

22.2 57.2

29.6 76.1
38.0( 10.8)

44.9

--------- ------------------ .-.-.--m- .-.-e---- -------------

436.0( (),7) :
:

51,6 571.0 :
:
:

73.5 :
:
:

93.0 :
96.9( 3.2) :

114.0
:
:
:
:
:

:
:
:
:
:
:
:
:
:
~

:
:
1
:

:
:
:

. . . . . . . --------------------

I.)!l.j AT MAX PFhL
fJII PLKNITTED RISK 67.2( 23.4) 63.3( 22.2) 66.1( 14.7) 84.7( 9.4) 152.0( 4.9) 684.0( Ii)
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TABLE 82

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DItJ4ETERS,STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = O.1O

~EldslW~~HIcFRnUDE NUHBFW

1 3 la 30
$41SE(f)IA)

100 1000
. . . . . . . ------------- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

2

3

4

5

7

9

$2

15

20

25

33

: T)
: WI
:
: T)
: x]
:
: T)
: Ml
:
: T)
: ~1
:
: T)
: u]

:
: T)
: 4]
:
: 1)
: ~J
:
: T)
: Ml
:
: T)
: Ml
:
: T)
: Ml

:

: T)
: MJ
:
: T)
: P]
:
: ‘1)
: M]

IOQ 2.0

2.7 3.7

3.6 4.6

4.5 S.6

5.6 6,6

8.1 8,8

10.9 11*2

15.6 15.b

21.0 20.7

31.1 31.3

43.1 46.5
45.6( 26.0) 48.8( 25.6)

72.5

6.4 16.4 5$.2

8.9 23.1 71.9

11.0 2Q*Q 09.2

13.4 35.2 !05.0

16.0 41.3 122.0
136.0( 5.9)

21.7 54.9 156.0

28.6 70.0
96.2( 11.0)

41.6 96.3

58.0 129.0
69.5( 16.7)

97.0

:
:

497,0 :
592.0( 1.3) :

:
893,0 :

—:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
$
:

:
:
2
:
:
:
:
:
:
:
:_

-0.-.--=--- ---------------------- . . . . . . . . . -------------- ----------- -m-------- “-------

011, AT MAX REAL
fl~ PERPI1’TkD RISE 128.0( 34.0) f2t.0( 32.31 120.0( 22.0) t3fl.0( 15.4) 215.0( 8.8) 929.0(

2.0)
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TABLE 83

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.10

DENSI1.liiTRIC FPOUD!? NUMRUR

1 3 ~o 30 100 1000
PiSE(DIA) ---------- .--..-=..- ~-=.-,,---- -m--w ----- --,-------- ----.--w-. ---------- --m------- --”--

1

2

3

4

5

7

9

12

15

20

25

33

42

‘i4

: 1)
: v]
:
: T)
: Ml
:
: T)
: N]
:
: T)
: ~1
:
: T)
: MJ
:
: T)
: u;

:
: T)
: ~1
:
: T)
: N]
:
: T)
: M]
.

i T)
: Y]
:
: T)
: Ml
:
: T)
: Mj
.

: T)
: Ml
:

1.9

2.7

3.6

4.5

5.6

8.1

10.9

15.7

21.1

31.5

2*%

3.7

4.6

5.6

6.6

8,7

11.2

15.5

20.4

30.5

6.4

8.8

11.0

13.4

15.9

21.5

28.2

40.2

55,3

Q6.8

16.4

2?.9

29.0

35.0

41.0

54.2

68.5

92.3

120.0

173.0
197.0( 22.0)

44.0 42.0 129.0 236.0
178.0( 29.8)

67.1 69.5 218,0

98.3 114.0
: T) 112.0( 45.5) !32.0( 44.3)
: M}

: 157.0 303.0

:
:

50.9 471.0 :
:
:

71.0 689.0 :
:
t

87.3 867,0 :
929.0( 3.4) :

:
102.0 :

:
:

117.0 :
:
:

147.0 ;
:
:

176.0 :
:

224.0
:
:

254.0( 13.8) :
:

277,0 :
:
:
:
:
:
t
:
:
:
:
:
:
:
:
:

: ‘r)
: MJ

:
:

. . . . . . . . . . . . . . . . . . . . *.-=------ .-.----.=. . . . . . . . . . . . . . . . . . . . . --.=. . . . . . .=-------- -.---

OIL AT MAX REAL
OR PERf4[lTE0 RTSE 326,0( 58.2) 310.0( 54.2] 29?.0( 38.1) 314.0( 29.8) 402.0( 20.0) 974 0( 3.6)

—
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TABLE 84

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.10

DENSIMETR1~ FROUI)E NIlf4HFR

I 3 10 30 100 1000
YISW(DIA) ---------- . . ...*.... ..a-.-.w.. -.-m..-e-- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -We..

!

4?

3

4

5

7

9

12

15

20

25

33

42

54

70

90

: T?
: ~1
:
: T)

: M]

:
: T)
: MJ
:
: T)
: v]
:
: T’)
: N)
:
: T)
: M]
:
: T)
: q]
:
: T)
: NJ

:
: T)
: Ml
:
: T)
: Ml
:
: T)
: P]
:
: T)
: 4]
:
: T)
: ~1
:
: T)
: M]
:
: T)
: Ml
:

1.9

2.7

3.6

4.5

5.6

$.1

10.9

1s.7

21.1

31.0

44.0

67.6

99.0

f50.o

234.0

2.8

3*7

4.6

5.6

6.6

8.7

11.2

15.5

20,4

30.3

42.5

67.1

103,0

171.0

317,0
: T) 322.0( 83.6) 432.0( 77.9)
: UJ
: 375*O

—

6,4 16.4 50.9

8*8 22.9 71.0

11.0 29.0 R7.3

13.4 35.0 102.0

15.9 41,0 116.0

21,5 54.! 145.0

28,0 69.1 173.0

39,9 91.7 218.0

54.5 118.0 265,0

85,0 170.0 351.0

124.0 230.0 444.0
611.0( 32.91

203.0 344.0 613.0

3i9.o 500.0
525.0[ 54.1) 544.0( 44.4)

:
1

474*O :
:
1

670.0 :
:
:

B1900 :
:
:

954.0 :
:
:
:
:
:
:

:
r
:
:
:

—:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
1
:
:
:
:
:
:
:

: ‘r)
: /41

:
:

--.**.--*- ---------- ---.*-.m-- ------..-= ---------- -.-*=----- --=--.-..= .--m-mm--- -----

OIL AT PAX RFAL
OR PFRt4~lT’ED RISE 546.0(101,0) 720.0( 88,9) 671.0( 61.0) 668.0( 50~) 690.0( 36.2) 974.0( 4.2)—.-. —_.
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TABLE 85

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = O.l@

7

9

12

15

20

25

33

42

54

7d

Qo

115

DIII 4T MAX

13LNSIME’I’RIC FRfMJOE NUf4BF:R

1 3 10 30 100 1000
. . . . . . . . . . . . . . . . . . . . .,.--m . . . . . m.”,------ . . . . . . . . . . . --------- . . . . . . . . ------------ -*---

: ~1
:
: Mj
:
: M)
:
: UI
:
: n]
:
: Ml
:
: M]
:
: Ml
:
: Y]
:
: Ml
:
: H?
:
: Ml
:
: M]
:
: Ml
:
: ml
:
: N]
:
t W]
:
: MJ

1.9

2.7

3.6

4.5

5eb

8.1

10.9

15.7

21.1

31.8

44.3

67.6

99.6

151.0

234.0

363.0

563.0

2.8

3*7

4,6

5.6

6.6

8.7

11,2

15,3

20.4

30,3

42.2

66.7

102.0

164,0

278.0

481.0

6.4

8.0

1!.0

13.4

15.9

21.4

28.0

39.9

54.1

%4.4

123.0

199*O

311.0

501.0

16,4

22.9

2$3.0

34.8

4!*O

53.8

68.1

91,7

118.0

170.0

229.0

342.0

492.0

737.0

50,9

71.0

S6,7

102.0

116.0

144.0

172.0

217,0

263,0

347.0

438.!)

601,0

t
474,0 :

:
666.0 :

:
Bij.o :

:

934.0 :
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:

:
:
:
;
:

:
:
:
:
:
:

.-.-g . . . . . . ..-.-.E..- --m--..--. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...--=-*. .-e.-

REAL
ilk’ PER#!fT’rEi3 RISE 620.0(12!.0: 730.0(108.0) 795.0[ 68.6) 794.0( 56.6) 787,0( 41.2) 974.9( 4.4)
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TABLE 86

DIFFUSER PLUME DILUTION
PORT SPACING = 1ooo DIAMETERs, sTABILITy STRATIFICAT1ON pARANETER s 2oo

CURRENT TO EFFLUENT RATIO = 0.05

DFNSIMETltlC FROIJDE NUMfiEl?

1 3
RISE(DIA)

10 30 100 1000----.-------0------- ---------- =---------- . . . . . . . . . . . . .. . . . . . . . . . . . . . . . ------------ . . . . .
: ‘T)
8 !41

t ,

; T)
: NJ

2:
: T)
: M]

3:
: 7)
: M]

4 :
: T)
: PI

5 :
: T)
; P]

7 .

: T]
: MI

9 :
: T)
: M)

12 :
: T)
: M]

15 :
: T)
: P)

20 :
: T)
: M)

25 :
: T)
: P]
--.---..---------”-- --..--.-=- .“-------- ..--. . . . . . . . . . . . . . . . . . . . . . . . . ----------- . . . . .

DXL AIF MAX REAL

1,9 2.8

2.7 3.6

3.6 4.4

4.6 5.1

5.4 6.0

8.1 7,6

10.E 9.4

15.4 12.3

,

20.3 15.5
24,9( 17.7) 20.5( 19.2)

29.3 21.7

30.9

5.9

7.6

9.1

10.3

11.7

14,3

17.3

22.3
26.0( !3,8)

29.0

13.7

10.6

22,5

26.2

29.8

37.8
41.3( 7.8)

46.9

364,0( 0.9) :
1

40.5 407,0 :
:
:

56.9 :
:
:

71.0 :
81.5( 3.8) :

:
04.4 :

:
i

100.0 8
:
:
z
:
:
:
:
t
:
:
1
:

:
:

:
:
:
:
:
:

OR PERMITTED RISE 56.5( 23.9} 46.2( 26.4) 40.9( 19,4) 66.7( 11.6) 127.0( 5.8) 571.0( 1.3)
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TA9LE 87

DIFFUSER PLUME K)ILIJTION
PORT SPACING = 1oOO DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.05

1 3 10 30 100 Ioflo
h!sF(lJIA) ---.0--------------- --..--.--- z--------- .--------., ----m ----- ----m . . . . . ---.--.*-- ..---

4

5

7

9

12

15

20

25

33

: ‘T’)
: Ml
:
: T)
: P)
:
: T)
; Ml
:
: T)
: M]
.

; T)
: M]
:

: T)
: u]
:
: ‘T)
: u]
.

; T)
: M]
:
: T)
: M]
:
: T)
: M]
:
: T)
: Ml
:
: T)
: M]

t
: T)
: UJ

1.9 2.8 5.9

2.7 3.6 7,6

3*6 4.4 9.0

4.6 5.1 10.3

5.7 6.0 11.6

8.1 7.6 14.2

10.9 9.4 16.9

15.5 12.3 21,4

20.8 15.6 26.5

30.7 21.6 37.3
45.2( 22.6)

41*3 28.6 53.1
44.0( 26.2) 36.2( 29.9)

59.6 42.2

:
:

13.7 40.2 374.0 :
491.0( 1.6) :

:
18.5 56,1 583.0 :

:
:

22.3 68.5 :
:
:

25.8 ?9.8 :
:
:

29.4 90.4 :
112.0( 7*O) :

:
36.5 :

t
:

$4.3 137.0 :

:

57.2
6S,8( 13.7)

:
:
t
;

73.0 :
:
:
:
:
:
:
:
:
:

:
:

. . . . . . ..- .**------ ------------------- se--=-e-- --.--m--- _-.--.-.* . . . . . . . ---------------

OIL hT MAX RE4L
OR PFRMITTEII I?ISE 109.0( 35.1) 91.4( 39.9) 90.9( 30.51 108.0( 19.5) 176.0( 10.6) 770.0( 2,4)
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TABLE 88

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO = 0.05

I)ENSIMEI’RIC FROUDE NUMH1:R

1 3 10 30 100 1000
BISF(DIA) -..-. -.--- . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . .- . . ..---- . . . . . . . . . . .-.-.---.* ---------------

-.

!

2

3

4

~

7

9

12

15

20

25

33

42

54

70

: ‘(J
: *J
:
: T)
: M]
:
: T]
: M]
:
: T)
: M)
.

; T)
: M]
:
: T)
: n]

8

: T)
z M]
:
: T)
: M]
:
: T)
; M]
x
: T)
: Ml
:
: T)
: n}
:
: T)
: w]
$
: T)
: M]
:

1.9

2,7

3.6

4.6

5.7

0.1

10.9

15.6

21.0

31.3

43.1

64,4

2e8

3.6

4,4

5.1

6.0

7.6

9.4

12.3

15.6

21.7

28.6

41.6

91.1 5e.9
: T) 10S.0( 46.4)
: M]

5.9

7.6

9.0

10.3

11.6

14.1

16.7

21.0

25,8

35,0

45.9

69.0

13.7

18.5

22.2

25.6

29.0

36.0

43.4

55*3

68.S

94.9

:
:

39.9 364.0 :
:
:

:5.7 519.0 :
:
:

67.5 647.0 :
:
:

78.2 770.0 :
774.0( 4.1) :

:
80,0 906.0 :

:
:

107.0 :
:
:

126.0 :

:
:

155.0 :
:
:

186.0 :
205.0( 16.8) :

:
244.0 :

:

125.0
:
:

150.0( 28,5) :

187.0
:
:
:.

108.0
:

117.0( 43.7)
:
:

214.0

:

:: 130.0 87.4
: T) 88.6( 54.6) :
: y]
: 208.0

:
:

: T)
: !4J

:

---------- -e-lmg--.a. --oe-.---m ------.=.. ---..----= -a=------- -“-------- -.-=------ --*.-
:

Dfl. AT MAX RCAL
OR PERi4tTTtZl) RISE 285.Ot 61.1) 245.0( 70.5) 236.0[ 55.4) 247.0( 38.5) 324.0( 24.4) 914.0( 5.1)
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TABLE 89

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 1000o

CURRENT TO EFFLUENT RATIO = 0.05

DE!ISIUETRIC FPOIIDE hU~fBF:R

1 3 10 30 100 1000
GISS(GIA} --------- --------- --------- ------------------ -.------- -.--.---n ------------------- ----

i

2

3

4

5

7

9

12

15

#

20

25

33

42

54

70

9Q

11!5

: T)
: RJ
:
: T)
: *I
:
: T)
: u]
:
: T)

M]:
:
: T)
: Ml
.

; T)
: w]
:
: T)
: *I
:
: T)
: *I
:
: T]
: P]
:
: T)
: u]
:
: T)
: VI
:
: T)
: ~1
:
: T)
: ~1
.

; T)
: u]
:
: T)
: ‘1
:
: T]
: u]
:
: l’)
: Ml
:
: T’)
: w]

1.9 2.8

2.7 3.6

3.6 4.4

4.6 5.1

5.7 6.0

0.1

10.9

15.7

21.0

31.3

43.4

b5.3

94.3

139.0

205.0
2E15.0[ 87.2)

299.0

7.6

9.4

12.3

15.6

21.7

28.8

41.6

58.9

86.2

131.0

201.0
258.0(103.0)

332.0

5.9

7.6

9.n

10.3

11.6

14.0

16.7

21.0

25.6

34.5

44.9

65.3

94.9

149.0

256.o
374.0( 81.7)

492.0

13.7

1$.5

?2.2

25.6

29.0

36.0

43.1

54.9

67.6

92.3

t22.o

177.0

254.0

379.9
426.0( 57.9)

---------- .-.----------”---- -------------------- -..------- ---

3~.9

55.3

67.1

77.6

97.3

105.0

124.0

152.0

180.0

230.0

285.0

382.0
486.0( 40.b)

506.0

:
:

362.0 :
:
:

508.0 :
:
:

621.0 :
:
:

719.0 :
:
:

807.0

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:

:
:

!-------- -----

DEL AT *AX I?EAL
OR PFR~ITTEO RISE 4t0.0(109.fJ) 558.~(127.o~ 6~~( 96.1) 577.0( ~~.0) s~IJ.oC $g.ol 914.0( 6.4)—. -—

G-90

----“
—



TABLE 90

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.05

DkPJsIi4&TRlC FPOUDE NUHMEh

1 3 10 30
RISk(OIA)

j 00 1000
---------- . ..--.*... s-q.,,...e.. ..--m . ..-. . . . . . . . . . . . . . . . . . . . . . . . . . . . . ------------ .....

!

2

3

4

s

-1

9

12

15

20

25

33

42

54

70

90

115

948

: t!]
:
: M]
:
: P)
:
: m)
:
: M]
:
: MI
:
: N]
:
: M)

:
: M]

:
: m]

:
: H]

:
: M]

:
: ~J

:
: Mj

:
: M]

:
: u]

:
: n]

:
: !4]

:

1.?

2.7

3.6

4.6

5*7

8.1

10.9

15.7

21.1

31,5

43.4

65.7

94.9

141.0

212.0

317.0

470.0

2.8

3.6

4*4

5.1

6.0

7.6

9.4

12.3

15.6

21.7

2a.0

41,’3

59.3

86.i

131.0

199.0

302.0

476.0

5.9

7.6

9.0

10.3

11.6

14.0

16.7

21,0

25.4

34.3

44.6

64.4

92.3

141.0

227.0

37q*13

637,o

13.7

19.5

22.2

25.6

29.0

36.0

43.1

54.5

67.6

92.3

121,0

175.0

249.0

367.0

564.0

39.9

55.3

67.1

77.6

87.3

105.0

124.0

151.0

100.0

229.0

282.(I

376.0

493.0

670.0

:
362.0 :

:
508.0 :

:
617.0 :

:
710.0 :

t
791.0 :

:
:
:
:
:
:
:
:
:
t
:
:
:
:
:
:

:
:
:
:
:
:
:
8
t
:

: M] !
-------m-. --------W* -=-------- ---------- *--------- .Q.---=m=. ---------- -m-------- .-*--

OI?J Al’ MAX l?&AL
ON PEI?YITTKD RJSE S71.0(130.0) 551.0(160.0) 6B9.0(i19.0) 717.0( 80,7) 708.0( 56.5) 914,0( 6.7)
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TABLE 91

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO =0.02

: ‘r)
: *I
:
: r)
: M]
.

; T)
: !41
:
: 1)
: Wj
.

; T)
: M)

:
1 ‘T)
: WI
:
: T)
: Atj
:
: T)
: F’J
:
: T)
: Ml
:
: T)
: k!]
:
: 71
: Y]
:
: T)
: !!1

1 3
kIsE(DTA) 10 3(-I 100 1O(JO------------------ --.-.--R.. ED-o------- --------- s-------- --m------ ----e--- --G------ ----

1 1.9 2.7 5.5

.2

7

9

15

20

25

2.7 3,6 7.1

3.6 4.3 0.2

4,6 5*1 9.3

5,7 5.9 10.2

8.1 7.s 12.0

10.E 9.2 13.7

15.2 12,0 16.2

20.3 14.9 i9.o
24.9( j7.6) 19.7( !9.6) 19.8( 16.01

29.0 20.1 24.4

25.6

11.9

15.5

lfJ.2

20.5

22.6

26.5

30.5
31.5( !).~)

37.5

30.5

4!.6

50.5

513.4
64.0( 4,7)

66.7

89.8

t
:

265.0 :
282,0( 1.1) :

:

:
:
:
:
:

:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:--------- .*.. ----- . . . . . . . . . m-------- . . . . . . . ..- .*.-”---- --------------------------- ----

DIL AT kAx REAL
OR PERMITTED RISE 45,$( 24.0) 34.8( 27.6)

33.5( 23.BJ 49.2( 14.5) 99.7( 7.2) 439.01 :.7)
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TABLE 92

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.02

DFFdSIMETHIC FROlll)k ?tUMM~R

i 3 !0 30 100 1000
RISF(DIA) ..s-------- .-.--.-.*. -“-=. . . . . . ---------- -=-------- ..=”C-.”.. .--”..m.-. . . . . . . . . . . .-*.-

: T)
: P]

:
: t)
: MJ

:
: r)
: M]
.

: T)
: M]
:
: T)
: M)
:
; T)
: v]
:
: T)
: #J
:
: T)
: M]
:
: T)
: NJ
:
: T)
: !4]
:
: T)
: N]
.

; T)
: v]
.

; T)
: ~1
:

1 ~

:
254.0 :

:
:

374.0 :
380.0( 201) :

:
528.0 :

:
:
:
:
:
r
:
:

1.9 2.7 5.5 11.9

15.5

18.1

20.4

22.3

2s.8

29.2

34.3

39.6
44.9( !7.7)

50.2

65.8

30.5

2.7 3.6 7.1 41.0

3,6 4,3 8*2 49.1

4.6 5.1 9.3 56.5

5.7 5.9 10.2 63,1

0.1 7.5 11.9 75.0
86.2(

87.4

:
8.9) :

:
:
:
:
:
:
:
:
:
a
:
:
:

:

10.9 9.2 13.5

$5.5 12.0 16.0 109.0

20.7 15.1 10.5

30,s 20.7 22.9

41.3 26.9
43.7( 26.2) 34.1( 30.7]

58.4 37.3

27.9
30.9( 2e.i)

37.0

:
:
:
:
:
:
t
:

58.3
: T)
: M]

..-.-0---.------.----.-,$--- --------- -m..---.-
------.--.-.-------” ---------- -..*-**-..

Dlb BT PAX PEAL
OR PEP4JT’rFD RISE 90.6( 35.3) 67.9( 42.1) 59.1( 40.2) 74.4( 26.3I i35.0( 13.5} 594.0( 3.1)
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TABLE 93

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2ooo

CURRENT TO EFFLUENT RATIO =0.02

I)LNSIMKTRIC FRt’lllOE UUMFIF,14

1 3 10 30
RJ5V(ll[A)

900 1000
------------------ .-m-~..,.. --a------ --------- --------- -w------- -----.-----..--------0
: T)
: ~)
:
: T)
: n]
:
: T)
: MJ
:
t ‘T)
: Y]
:
: T)
: Y]
:
: T)
: M]
.

i T)
: F]
:
: T)
: M)
:
: T)
: M]
:
: T)
: Ml
:

: T)
: Ml
:
: T)
: Ml
:
: T)
: !41
:
: T)
: v]
:

: T)
: tJJ
:
: T)
: PI

:
:

249.0 :
:

1,9 2,7 5.5 11.9

15.3

18,0

20.2

22.2

‘25.6

28.8

33.3

38.0

46.2

30.5

40.8

49.8

55.7

61.3

71.9

82.1

96.3

111.0

131.0

.i
352.0 :

:
:

;33.0 :
:
:

508.0 :
:
:

578.0 :
594.0( 5.2) t

:
744.0 :

:
:
:
t
:
:
z
:
:
:_
1

2.7

3.6

3,6 7.1

4.3 8.2

4.6 5.1 9,3

10.15.7

8,1

10.9

5.9

7.5 11.9

9.2 13.5

15.6 12.0 15.9

18,4

22.6

27,3

21.0 ~5.1

3J.1

42.0

21.0
149.oi 22.2) :

:
54.9 166.0 :

:
:

71.0 :
91.7( 41,1) :

:
94.9 :

:
:

147.0 :
:
:
t

27.5

64.0 38.9 35.2

90,4
104.0( 46.4)

127.0

53.4 45.s

74.5
79.R( 57.0)

105.0

60.9
69.0( 59,5)

89.2

-------------------- ---------- *.- . . . . . . . . . . . . . . . . . -------------------- -.-m .-.-.. *----

!)Ib AT MAX
OH PKRMITTE12 RISE 251.0( 61.6) 190.0( 76.41 160.0( tIO.\) 170.0( 56.8) 238.0( 32.7) 807.0( 7.5)

REAL
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TABLE 94

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILiTY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.02

DENSIhE’JRtC FROIJDF ~UMREP

1 3 10 30 100 1000
RIsE(rl14) ~-.----- -------- -------- ---=---- . ..----s- “------- -------- --------- ---.---- -------- ---*-

1

2

3

4

!5

7

9

12

15

20

25

33

42

54

70

90

115

14@

TL AT qAX

: T)

: u]
:
: T)

: ~1
:
: 7)
: w]
:
: T]
: *I
:
: T)
: WI
:
: TJ
: M]
.

: T)
: Y]
:
: ‘r)
: MJ
.

; T)
: M}
:
: T)
: 41
:
: T)
: *I
.

; T)
: WI
:
: T)
: Ml
.

i T)
: Ml
:
: T)
: MJ
:
: T)
: !.!]
:
: T)
: MI
:
: T)
: WJ
:
: T)
: $$1

1.9

2.7

3.6

4.6

3.7

8.1

10.9

15.6

21.0

31.3

43.4

65.3

94.3

138.0

204.0

2.7

3.6

4.3

5.1

5.9

7.5

9.2

12.0

15.2

21.0

27.5

39.4

54.5

77.6

112.0

5.5

7.1

8.2

9.3

10.1

11.9

13.5

15.9

ie.4

2?.6

27.I

35.2

45.2

60.1

83.2
2f12.o( H7.2)

295.0 162.0 118.0
2itJ.o(llo.f.))

229.0 171.0
193.0{1?4.0)

293, 0

11.9

15.3

10.0

20.2

22.2

25.4

28.6

33.1

37.5

45.2

53.4

67.6

86.1

115.0

165.0

2S7.0
264.0( 91.5)

46:.0

30.5

40.8

4R.FI

55.3

60.9

71.4

80.9

94.9

108.0

13!.0

156.0

199.0

252.0

334.0
347.0( 55.8)

466.0

:
:

249.0 :

:
:

347.0 :
:
:

421.0 :
:
:

487.0 :
:
:

545.0 :
:
:

644.0 :
:
:

735.0 :
:
:
:
:
:
:
:
:
:
:

:
:
:
:
:
:
8
:
:
:
:
:
:

:
:
:
:
:
:
g
:
:
:
:
:

--------- --------- --------- --------- ---------- -s---=.-- --------- --------- --------- ----

““ P!Z12MITTEi2 Q:S&: 384.0(1%0.0) 337.0(144.0) 470.0(158.0) 467.0(116.0) 479.0( 7!.31 1307.0( 10G7)

G-95



PORT

+41sK([}[&)

I

2

3

4

5

7

9

1’2

15

20

25

33

42

54

70

90

115

148

j91]

TABLE 95

DIFFUSER PLUME DILUTION
SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = O.O2

DKNSIMETRIC FRHUDE kllFRHl

1 3 10 30 100 10CIO
-------------------- ---.-”-.9------------ -------------------- --a------- ---------- -a---

: M)

1.9

2.7

3.6

4*6

5.7

8.1

10.9

15.7

2:*U

31.3

43,4

65.7

94,9

140.0

211.0

316.0

468.0

2,7

3,6

4.3

5.1

5.9

7.5

9.2

12.0

15.2

21.1

27.7

39.4

54.9

78.2

1!4.0

167.0

243.0

360.0

5.5

7*I

8.2

9*3

10.1

11.9

13.5

15.9

18.2

22.6

27.1

35.0

45.2

60.1

83.2

117,0

lb6.O

247,o

371.0

11.9

15.3

lEI.O

20,2

22.2

25.4

2B.b

33.1

37.5

45.2

53,0

66.7

ti4.4

11!.0

154.0

221.0

328.0

512.0

30.s

40.8

49,5

55.3

60.9

7\.4

80.9

94,3

loli.o

131.0

154.0

195.0

245.0

320.0

43!5.0

249.0

347.0

421.0

4!34.0

539.0

:
:
1
:
t
:
:
:
:
:
:

632.0 :
:

712.0 :
:
:
t
:
:
;
:
:
:
:
:
t
:
:
:
:
:
:
:
:
!
:
:
:
:

---” ---------------- ---------- .-.-.-mm.. . . . . . . . . . . . . . ...*.-. . ..---*.Q. . . . . . . . . -------

I)IL AT MAX liEAL
OR PKRMITfEG HISP 570.0(130.0) 486,0(1?9.0) 460.0(216.(}) 565.0(156.0) 596.0( 99.6) flil?40[ li*7)

G-96
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TABLE 96

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 200

CURRENT TO EFFLUENT RATIO = 0.00

Pf?HSIME’It(lC! FROUI’)E NIIMBEI?

1 J 10 30 100 1000
MIS~:(I)IA) m------.-m ---------- ---*------ -------------------- ---------- -.---..C-. ------.?--- -----

: T>
: u]
:
: T)
: k]
:
: T)
: Ml
:
: T)
: M]
:

: T)
: }!]

:
: T)
: M]
:
: T)
: ~1
:
: T)
; w)
:
: T)
: Pj
:
: T)
: M]
:
: T)
: Ml
:

:
:

23.6 111.0 :
144,0[ 2*O) :

:
29.8 146.0 :

:
:

34.5 187.0 :
:
:

38.6 :
!
:

41.9 1
45,5[ 6.1) :

:
48.9 :

:
:

56,9 :
:
t
x
:
:
:

1,9 2.7 5.3 10.6

13.5

15.s

17.1

18.6

21.3

23.7
26.0( IteO)

27.3

30.9

2.7 3.5 6.7

3.6 $.3 7.13

4.6 5.0 0.7

5,7 S.B 9.6

8.1 7,4 11.2

io.11 9,1 12.7

!5.2 11.8 14.9

20.3 14.7
24.8( 17,7) 19.6( 19.8)

28,8 19.8

17.3
18.5( i6.81

21.0

:
:
:
:
:
:
:
:

24.9 25.0
: T)
: Ml
-------------------- -m.-.-”---- -----.--m. . ...-.-”-- -*--.*---- -----..-.= ---------------

011. AT MAX REAL
OR PERFIIT’TED RISE 34.9( 24.5) 27.5( 27.8) 26.1( 25.6) 36.6( 17.3) 64.3( 9.tI) 203,0( 3.1)



TABLE 97

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 500

CURRENT TO EFFLUENT RATIO = 0.00

OENSIMETNIC FRUU4)E NUMHF.R

1 3 10 30 100
RISE(IIIA)

1000
. . ..e----- . . . . . . . . . . e......e.. . . . . . . . . . . . . . . . . . . . . .-*--.=..- . . . . . . . . . . .-...-..=- -.-.-

1

2

3

4

5

7

9

12

1’5

20

25

33

42

: T)
: I*)

:

: 1)
; M]
:
z T)
: Ml

:
: ‘r)
: M]

:
8 1)

: ~)
:
: 1)
: Ml
:
: T)
; M]
:
: T)
: ?.!]
:
; ‘r)
: M]
:
: T)
: n]
:
: T)
: Ml
:
: T)
: M]
:

: T)
: PI
:
: T)
: M)

1.9 2.7 5.3

2.7 3.5 6.7

3.6 4.3 7.7

4*6

5,7

8.1

10.9

15.5

20.7

30.5

41.1
43.7( 26.2)

5B.O

5.8 9.5

7.4 1!.2

!l.t 12.6

11.9 14.9

14.9 17.1

20,5 21,0

26,5 24.8
33*8( 30.9) 28.4( 29.7)

36.0 31.1

47.0 38,$

10.6

13.4

15.5

17.0

j8.5

21.0

23.1

26.2

28.8

33,3
34.3( 21.3)

37.8

46.7

.-..---*.- -e-..”-.,, -g.-*----- . . . . . . . ..- .-..m-..,a. ~.--.-=-

23.6 110.0

29.6 140.0

34,0 163.0
lM1.0(

37.9 185.0

40.8 206.0

46.2

50.9
57.6( 12.1)

64.4

:
:
:
:—
:
:
:
:
:

3.9) 2
:
:
:
:
:
:
:
:
:
:
:
:
:
$
t
:
:
;
:
i
:—
8
:
:
:
3
:-
:
:
:
:

----------- --.-.-W-.E9” .----

DTL AT WAX RKAb
OR P’dR#ITIEi) RISE 61.6( 3s.3) 47.5( 42.6) 40.0( 43.9) 48.2( 33.3) 81.1( 19.4) 255.0( 6.2}



TABLE 98

DIFFUSER PLUME DILUTION
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 2000

CURRENT TO EFFLUENT RATIO =0.00

tl!?l$f$lk!~’1’~]cFROUDE NLIPBEH

1 3 10 30
HIst’’6[)?h)

100 1000
---------- QD-.R ------ ---------- ..*. -..-.. . ..-. .-.m--.-.-- -------------------- .“.---=..

1

2

3

4

5

‘1

9

12

15

20

25

33

42

54

70

: T)
: k]

:
: 1)
? l?]

:
: ‘T)

: ~1
:
: T)
: M]

:

: ‘1)
: M]

:
: T)

: M]

:
: T)
: M]

:
: T)
; !4]

:
: T)
; m]

:
: T)
: MJ

:
: l’]
: NJ

:
; T)

: Ml
$

: T)
: M]

:

1,9

2.7

3.6

4.6

5,7

8,1

10.9

1S.6

21.0

31.1

42.I3

64.0

2.7

3.s

4.3

5.0

5.0

7.4

9.1

12.0

15.0

20.8

27.1

30.6

5.3

6.7

7.7

8.7

9.5

11.1

12.6

14.8

17*i

21.0

25.1

31.8

IC.6

13.4

15.3

17.0

16.4

2:,8

22.9

25.0

28.4

32.4

36.2

42.2

90,4 53.0 40.2 49.1
“ T) 104.0[ 46.4) 57.8( 54.1)
; P1
: 127.0 74.0 ~.l,o

: T] 79.3( 57,3) 60.9[ 63,3)
; MJ
. 102.0 68.1
i T)

69.0

: $4)
...................... .-...Z..... . . . . . . . . . . . . . . . . . . . . . . .“.

23.4

29.6

34.0

37.5

40.5

45.2

49.5

54.9

59.7

66.6

73,,1

8
:

109.0 t
t
t

138.0 :
:

:
159.0 :

:
:

175.0 :
$
:

190.0 :
t
:

213.0 :
:
:

236,0 :
255.0( 10.8) :

J
267.0 :

:
:

302.0 ;
:
:
:
:
:
:
:
:

82.8 :
F13.6( 33.91 :

:
93.8 :

:
$
:
:

:
:
:
r

-------------------- .---m-.

(JP PEbt41TTE0-~~SF: 146.0( 61.7) 111.0( 77.3) 8S.8( 89,6} 81.5( 82.4) 117.0( S3.7) 359.0( !7.4)

G-99 ,,- ‘“
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TABLE 99

DIFFUSER PLUME DILUTION
P(IRT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = 10000

CURRENT TO EFFLUENT RATIO = 0.00

UERSIMLTRIC FROUDE NUMBFR

1 3 Ifl 30 100 1000
f?lS5(DIA) -------- -------- -..- . . . . . . . . . . . . -------- . . . . . . . . .------- -----e-- -------- “------- -----

i

2

3

4

5

7

9

12

15

20

25

33

42

54

70

90

if5

148

190

: T)
: M]
:
: ‘II
: @l
:
: T’)
$ ‘$J
:
: T)
: M]
:
s T)

M: 1
:
: ‘I)
: u]
:
: T)
: Ml
:
: ‘r)
: M]
:
: T)
: Ml
:
: T)
: u]
:

: T)
: w]
:
: T]
: N]
:
: T)
: ~1
:
: T)
: MJ
:
: T)
: P]
:
: T)
: Y]
:
: ‘r)
: xl
.

; ‘r)
: WI
:
: ‘T)
: ‘1
:

1.9

2.7

3.6

4.6

5.7

8.1

10.G

15.6

21.0

31.3

43.4

65.3

94.3

138.0

204,0
282.0( 97.3)

795.0

--- - -- -- . ~- . - -- . -,

2.7

3.5

4.3

5.0

5.8

7.4

9.1

12.0

15.0

..

20.8

27.3

39.1

54.2

76.6

111.0

5.3

6.7

7.’J

8=7

9.5

11.1

12.6

14.$3

17.1

21.0

25.1

32.0

40.5

53.0

71.4

160.0 96.fJ
‘215.0(911.0)

io.6

13.4

15.3

17.0

18.4

20.8

22.9

25.6

28.2

32.2

36.0

41.9

48.8

58.0

70.4

87.0

23.4

29.6

33.8

37.2

40.2

45.2

49.1

54.5

53.8

65.7

71.2

79.3

88.0

98.3

112.0

127.0

:
x

109.0 x
:
:

137.0 :
:
:

157.0 :
:
:

173.0 :
:
:

186.0 :
:
:

208.0 :
:
:

228.0 :
:
s

251.0 :
:
:

272.0 :
:

:
302.0 :

:
:

328.o :
x
:

367.0 :
381.0( 36.0) :

: —“
:
:
:

:
:
:
:
:
:
:

139.0(106.0) :

147.0
:
:109.022b.o 131.0

160.0(135.0) 130.0(13Q.0) :

179.0 138.0
:

173.0 :
:
:

174.0 :
:
:

- -- - ---- - - . - - - .,- - - .- . . . - --- -,- - - -. -. -- -- --- ---- - ---- --- -- - -- - - ------ --

DIL flT ‘d~X ~EAL
OR PERMITTED PISE 38i.Ofiifl 298.0(145.0) 22S.O(lRU i83.O(ZOi.0) 187.D(162.0) 407.0( 41.5)

G-1OO ‘ /’.,
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TABLE 100

DIFFUSER PLUME DILUTIOh
PORT SPACING = 1000 DIAMETERS, STABILITY STRATIFICATION PARAMETER = INFINITE

CURRENT TO EFFLUENT RATIO = 0.00

UEMSIML’I’RXC FRUIJDE NUMBER

1 3 10 30

RISE(DIF4)

100 1000
.----,9-... -...”*-*-m .-.e.-s.e. ----=...-. m. . . ..-.-. -------------------- .-.. -----------

1

2

3

4

5

7

9

12

i!l

20

25

33

42

54

70

90

115

148

190

244

1.9

2.7

J.6

4.6

5.7

6.1

10.9

15.7

21.0

31.3

43.4

65.7

94.9

140.0

211.0

315.0

468.0

2,7

3.5

4,3

5,0

5.8

‘?.4

9.1

12,0

15.0

20.8

27.3

39.1

54.1

77.6

114.0

165.0

242.0

357.0

5.3

6.7

7.7

8.7

9.5

11.1

12,6

14.9

17.1

21,0

25.1

32.0

‘40.R

53.4

71.9

99.0

136.0

193.0

276.0

400.0

10.6

13.4

15.3

17.0

18.4

20.8

22.9

25.6

28.2

32.2

36.()

41.9

48.8

50.0

70.5

07.5

!11.0

144.0

:91.0

259.0

23.4

29.6

33.0

37.2

40.2

45.2

49.1

54.1

58.8

65.3

70.0

79,1

87.2

97.3

110.0

125.0

143.0

16E.O

200.0

244.0

108.0

137.0

156,0

172.0

186.0

208.0

226.0

248.0

ib8.O

29s.0

318.0

34f3.o

378.0

a
:
t
t—
:
:
;
;
%
:
:
:
:
:
:
:
:
:
;
:
:
:
:
:
:
:
:
:
t
:
:
:
!

:
:
:

t
:
1
:

:
.--” ---------------- --m--.---m .----..--* -.---.W.-. -------------------- ---------- ---*-

i)rL aT wax REAL

OR PER!41TT’ED RISE 569.0(130.0) 4f15.0(i80.0) 402.0(24S,0) 329.0(294.0) 248.0(250.0) 407.0[ 52.5)
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